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Abstract
Skin image classification involves the development of computational
methods for solving problems such as cancer detection in lesion images,
and their use for biomedical research and clinical care. Such methods aim
at extracting relevant information or knowledge from skin images that
can significantly assist in the early detection of disease. Skin images are
enormous, and come with various artifacts that hinder effective feature ex-
traction leading to inaccurate classification. Feature selection and feature
construction can significantly reduce the amount of data while improving
classification performance by selecting prominent features and construct-
ing high-level features. Existing approaches mostly rely on expert inter-
vention and follow multiple stages for pre-processing, feature extraction,
and classification, which decreases the reliability, and increases the com-
putational complexity. Since good generalization accuracy is not always
the primary objective, clinicians are also interested in analyzing specific
features such as pigment network, streaks, and blobs responsible for de-
veloping the disease; interpretable methods are favored. In Evolutionary
Computation, Genetic Programming (GP) can automatically evolve an in-
terpretable model and address the curse of dimensionality (through fea-
ture selection and construction). GP has been successfully applied to many
areas, but its potential for feature selection, feature construction, and clas-
sification in skin images has not been thoroughly investigated.

The overall goal of this thesis is to develop a new GP approach to skin
image classification by utilizing GP to evolve programs that are capable of
automatically selecting prominent image features, constructing new high-
level features, interpreting useful image features which can help dermatol-
ogist to diagnose a type of cancer, and are robust to processing skin images



captured from specialized instruments and standard cameras. This thesis
focuses on utilizing a wide range of texture, color, frequency-based, local,
and global image properties at the terminal nodes of GP to classify skin
cancer images from multiple modalities effectively.

This thesis develops new two-stage GP methods using embedded and
wrapper feature selection and construction approaches to automatically
generating a feature vector of selected and constructed features for classi-
fication. The results show that wrapper approach outperforms the embed-
ded approach, the existing baseline GP and other machine learning meth-
ods, but the embedded approach is faster than the wrapper approach.

This thesis develops a multi-tree GP based embedded feature selection
approach for melanoma detection using domain specific and domain in-
dependent features. It explores suitable crossover and mutation operators
to evolve GP classifiers effectively and further extends this approach us-
ing a weighted fitness function. The results show that these multi-tree
approaches outperformed single tree GP and other classification methods.
They identify that a specific feature extraction method extracts most suit-
able features for particular images taken from a specific optical instrument.

This thesis develops the first GP method utilizing frequency-based
wavelet features, where the wrapper based feature selection and construc-
tion methods automatically evolve useful constructed features to improve
the classification performance. The results show the evidence of success-
ful feature construction by significantly outperforming existing GP ap-
proaches, state-of-the-art CNN, and other classification methods.

This thesis develops a GP approach to multiple feature construction
for ensemble learning in classification. The results show that the ensemble
method outperformed existing GP approaches, state-of-the-art skin image
classification, and commonly used ensemble methods. Further analysis of
the evolved constructed features identified important image features that
can potentially help the dermatologist identify further medical procedures
in real-world situations.
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Chapter 1

Introduction

Computer vision is an interdisciplinary field that deals with how “com-
puters” can be made for gaining high-level understanding from digital
images or videos. From the perspective of engineering, it seeks to auto-
mate tasks that the human visual system can do [28]. An important as-
pect of image analysis is the extraction of meaningful information (also
called features) from images; mainly from digital images by means of dig-
ital image processing techniques [187]. Computer vision and image anal-
ysis tasks include methods for acquiring, processing, analyzing and un-
derstanding digital images, and extraction of high dimensional data from
the real world to produce numerical or symbolic information, e.g., in the
forms of decisions [134]. Understanding in this context means the trans-
formation of visual images (the input of the retina) into descriptions of
the world that can interface with other thought processes and draw out
appropriate action.

The importance of image classification is self-evident in the recent
years as computer vision and image processing applications are widely
spread into our daily lives [16]. Image classification is frequently found
in commercial applications as well, such as identifying pedestrians in se-
curity surveillance systems [149], categorizing type of cells or detecting
anomaly in medical images [31], and differentiating various terrains in

1



2 CHAPTER 1. INTRODUCTION

satellite imagery applications [161]. One of the most prominent applica-
tion fields is medical computer vision or medical image processing. This
area is characterized by the extraction of information from image data for
the purpose of making a medical diagnosis of a patient [52]. Generally,
medical image data is in the form of X-rays, microscopy images, angiog-
raphy images, ultrasonic images, tomography images and dermoscopic
images [79]. An example of information which can be extracted from such
image data is detection of tumors, or other malign changes. This appli-
cation area also supports medical research by providing new information,
e.g., about the structure of the organ, or about the quality of medical treat-
ments; hence, assisting the medical practitioner in making a decision [70].

1.1 Problem Statement

The incidence of skin cancer, specifically malignant melanoma, continues
to increase worldwide. This cancer can strike at any age and is one of the
leading causes of loss of life in young individuals. Fair-skinned people,
who burn easily and rarely tan, are mostly at risk [69]. Major causes of
this disease are [191]: 1) the depletion of ozone layer caused by pollution,
and 2) the excessive exposure to sun. Since this cancer is visible on the
skin, it is potentially detectable at a very early stage when it is curable.
New developments have converged to make fully automatic early skin
cancer detection a real possibility [163]. Although some of the new sys-
tems reported for these technologies have shown promise in preliminary
trials, widespread implementation must await further technical progress
in accurate performance and reproducibility [128].

Dermoscopy images are inexpensive to obtain and widely available
[37], and provide the most viable option to apply new image processing
and machine learning algorithms to skin image classification. Therefore,
skin cancer detection, which is in nature an image classification problem,
has the most potential to deal with current clinical paradigm that needs
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to wait until the tumor is at a later stage and then perform an excessive
number of costly biopsies [216]. The advent of a fast, accurate and cost-
effective on-the-spot technology, i.e., Computer Aided Diagnosis (CAD)
Systems are most likely to be afforded by the type of computer analysis
of the skin lesion images. Such images come with various artifacts such
as presence of gel, hair, and reflection [4] and hence, it is crucial to follow
the proper methods to remedy these abnormalities and achieve a correct
diagnosis. To deal with removal of such noisy artifacts that hinder accu-
rate classification, the existing methods have used different pre-processing
techniques and employed in a multi-stage classification system, which of-
ten requires human expertise and human intervention. Moreover, some
stages are manually updated in the system, such as manual feature ex-
traction [74], which heavily rely on expert intervention. Hence, there is a
need for automatic implementation of these stages in order to save human
computation time and produce accurate results.

Clinicians not only focus on correct prediction results, but are also in-
terested in analyzing the insight of the cause of the disease [52], which
is only possible if the CAD system is implemented as a “white-box” and
is interpretable. More specifically, for skin cancer, dermatologists want
to know which particular characteristics such as asymmetric shape or
a specific texture pattern in the skin lesion causes a respective cancer
stage. Existing machine learning approaches to skin cancer classifica-
tion [5, 22, 7] like artificial neural networks (ANNs) and support vector
machines (SVMs) remain unable to provide such interpretable solutions.
Furthermore, the decision trees (J48) classification approach [74] although
provides interpretable solutions, but does not perform well when there
are complex interactions between features. Moreover, the recently devel-
oped classification methods using genetic programming (GP) [43, 44] have
mostly used only gray-scale pixel statistics, which may not capture all the
information from skin cancer images where variation in color is an im-
portant distinguishing characteristic between classes, as evident from the
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results shown in [167, 95, 154]. GP has been mostly explored for general
image classification [16, 44] and object detection [213] problems, and its
applicability to domain-specific applications still needs investigation.

Current techniques vary from applying standard machine learning al-
gorithms to medical imaging datasets for developing new approaches
adapted for the needs of the field [74]. A key limitation is that the size
of a medical image is often large, whereas the relevant information about
the disease is confined in a limited number of features in such images.
Hence, suitable feature selection and feature construction methods are re-
quired to generate informative image features. Furthermore, the recent
research [157, 216] reveals that textural, color and geometrical shape infor-
mation provided from both medical and computer vision domains may
help improve the classification performance, which requires a classifica-
tion method capable of handling different types of medical features and
image features together. Moreover, expert knowledge can be utilized to
simplify the process of medical image classification, such as experts can
provide segmentation of suspicious regions in a medical image. Hence,
reducing the complexity of a CAD system by removing this extra step of
segmentation for fast processing is an attractive direction to explore.

1.2 Motivations

Skin cancer can spread rapidly and can be life-threatening if left untreated
[5, 22, 66, 132]. In 2019, the global incidence of skin cancer was esti-
mated to be over 104, 350 cases, with almost 11, 650 deaths [182]. Over
4000 people are diagnosed with different types of skin cancers including
melanoma every year in New Zealand; that is, around 11 people every day
[144]. Melanoma, which is the deadliest type of skin cancer, accounts for
nearly 80% of all skin cancer deaths and over 300 New Zealanders die of
melanoma every year [144]. The American Cancer Society reported 82, 770

new cases of skin cancer in the United States in 2013 which increased to
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83, 510 in 2016, with 12, 650 and 13, 650 melanoma deaths in years 2013

and 2016 respectively, maintaining an increasing trend over last decades
[180, 181]. In Australia, melanoma is the most common cancer in people
aged between 15 and 44 years [49]. It represents 10% of all cancers and its
per-capita incidence is four times higher than in Canada, the UK and the
US, with more than 10, 000 cases diagnosed and around 1250 deaths an-
nually [2]. The worldwide continuous increase in incidence of melanoma
and other skin cancers in recent years, its high mortality rate and the huge
respective medical cost have made its early diagnosis an important prior-
ity of public health [7]. Using three decades of cancer registry data (1982

- 2011) from six populations with moderate to high melanoma incidence
(US whites and the populations of the United Kingdom, Sweden, Norway,
Australia, and New Zealand), a study [204] has described current trends
and project future incidence rates and numbers of melanomas out to 2031

based on age-period-cohort models. With the maturity of prevention cam-
paigns and their apparent success in changing behavior, particularly in
Australia and New Zealand [49], it is expected to see a decrease in skin
cancer incidence and numbers of new cases.

Early detection of skin cancer is critical, as the estimated 5-year sur-
vival rate for melanoma decreases from over 99% if detected in earliest
stages to about 14% if detected in latest stages [72]. Due to enhancements
in skin imaging technology and image processing techniques in the re-
cent years, there has been a significant increase in the development of
CAD systems for skin cancer detection [7]. Dermoscopy (also known as
dermatoscopy or epiluminescence microscopy) is a method of acquiring a
magnified and illuminated image of a region of skin for increased clarity
of the spots on the skin [45]. Over the last two decades, a different trend of
dermoscopy CAD systems have emerged, where these systems aim to re-
duce the gap between the medical and engineering knowledge, by trying
to mimic the dermatologists behavior when diagnosing a skin lesion [33].
In the last decade, GP has been extensively applied to analysis of molec-
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ular data to classify tumor sub-types and characterize the mechanisms of
tumor development [207].

GP is an evolutionary computation (EC) algorithm based on Dar-
winian principles of biological evolution and natural selection that au-
tomatically explores the solution space to evolve a computer program
(model/solution) for a user-defined problem [103]. Fundamentally, GP
consists of a set of operators and a fitness measure that is used to evalu-
ate the performance of an evolved program. The algorithm starts by ran-
domly generating a predefined number of solutions to form an initial pop-
ulation. GP then uses the set of operators to gradually improve these so-
lutions over a number of generations. The ability of GP techniques to han-
dle complex problems represents a key motivation for many researchers
to utilize it to perform different tasks such as object detection [9, 38, 183,
211, 212, 213], feature selection [10, 107, 131, 136, 198], feature construction
[11, 110, 138, 139, 198], image classification [15, 17, 20, 44, 58, 110, 143, 195],
regression [56, 83] and knowledge transfer [51, 90].

Classification tasks often have a large number of features, and irrele-
vant and redundant features may reduce the performance [209]. In the
traditional tree-based GP, a tree-like structure is evolved where features
appear at the terminals and operators appear at the internal nodes. GP
performs implicit feature selection by selecting features at these terminal
nodes and the goodness of the evolved program (having those selected
features in it) is calculated using a fitness measure [10]. Feature con-
struction involves transforming a given set of input features to generate
a new set of more powerful features [138]. Feature construction can im-
prove classification accuracy by selecting relevant features and construct-
ing high level features. Hence, by reducing the dimensionality through
feature construction, better performance can be achieved while using less
computation time. Feature selection aims at selecting prominent features,
generally have more distinguishing ability between classes, from the com-
plete set of features to improve classification performance. Feature Se-
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lection algorithms can be classified into three categories: wrapper, filter,
and embedded approaches. While a wrapper approach incorporates a
learning (classification) method in evaluating the feature subset, a filter
approach does not utilize any classification method [209]. An embedded
approach integrates classifier learning and feature selection into a solitary
procedure [209]. GP can be utilized as a feature selection method in a
wrapper approach where goodness of feature subsets is evaluated using a
fitness measure and multi-class classification is performed using the best
feature subset by a machine learning algorithm such as SVM.

Moreover, in the medical domain where clinicians are interested in
finding the cause of a disease, a system is highly recommended that pro-
vides such causal information. GP evolved programs can be interpreted
by analyzing which particular features are selected at the terminal nodes
in a tree-based GP representation. With this remarkable property, GP pro-
vides the information about which specific features are prominent in con-
structing new high level features. Hence, clinicians can gain deep under-
standing of the cause of the disease. Thus, analysis of the evolved GP
program provides meaningful insights to the clinicians that can assist in
identifying further medical procedures.

While having a close analysis of dermoscopic images, the doctors
gather information of various features collectively (similar to feature con-
struction) and then use that gathered knowledge to make the decision of
whether further treatment (biopsy) is required or not. Hence in computer
vision, mimicking the human ability to capture knowledge from various
features and use it collectively are expected to be achieved through feature
construction using GP.

1.2.1 Challenges of Skin Cancer Image Classification

For skin cancer classification, clinical guide for distinguishing between
various kinds of cancers, e.g., basal cell carcinoma, squamous cell
carcinoma, and melanoma, are based on dermoscopic criteria specifi-
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cally the Asymmetry, Border, Color, and Diameter (ABCD) rule [193]
and the 7-point checklist method [24] (Asymmetry, Pigment network,
Dots/Globules, Streaks, Regression areas, Blue-whitish veil and presence
of colors; white, red, light-brown, dark-brown, blue-gray, and black); these
are the key medical properties that help dermatologists for classification
of melanoma and other types of cancer. The major limitations and possible
chances for better addressing the skin cancer classification tasks are listed
below, which form the motivations of this thesis:

1. Usually the size of an image in real-world datasets varies between
images of the same dataset. Most of the existing ANN approaches to
skin image classification usually resize these varying image sizes to a
smaller size which massively distorts the aspect-ratio of the images.
This leads to loss of information at the pixel-level and hence, texture
patterns extracted from these resized images might not provide suf-
ficient information necessary to distinguish between different types
of cancers.

2. The existing methods focus on either one or more visual character-
istics (texture, color, and border shape) to extract features, but have
not targeted all the important properties [4, 34, 128]. In skin images,
the presence of blue-whitish veil makes it easier for the dermatolo-
gist to further investigate the stage of cancer present in the lesion.
Similarly, the texture analysis such as presence of pigmented net-
work provides evidence of tumor. Abbas et al. [4] focused on only
lesion border detection to classify skin images, and Barata et al. [34]
converted the RGB color images to gray-scale (completely ignoring
color properties) to extract features in pigment network detection of
skin images. Moreover, a pre-processing step for hair removal and
illumination correction has been essential in the previous systems
[100, 108]. Based on these limitations, a system is required that can
efficiently extract features based on all important dermoscopic prop-
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erties (making sure all or nearly all relevant information from im-
ages has been extracted) while eliminating the use of an extra pre-
processing step.

3. In medicine, doctors first utilize CAD systems to detect pres-
ence/absence of a disease. Once a patient is found positive for a dis-
ease, doctors always want to investigate the cause of the disease ac-
cording to some symptoms. More specifically, a dermatologist wants
to specify which particular areas in the lesion and which structures in
the respective areas are causing a specific stage of skin cancer. A sys-
tem that provides such causal information is highly recommended.
The existing methods for skin cancer classification have mostly used
various classification methods such as SVM [5], Neural Networks,
[72, 64, 157, 171], and K-Nearest Neighbor (K-NN) [33, 36]. These
systems can only provide the final prediction results to a dermatol-
ogist and cannot describe which prominent features or regions in an
image is the cause of the disease. With the property of GP evolved
programs being interpretable, giving information about which fea-
tures are prominent in distinguishing different tumor classes, clin-
ician are expected to gain deep understanding of the cause of the
disease.

4. According to the needs of dermatologists, it is sometimes more im-
portant to diagnose a diseased instance correctly as compared to di-
agnosing a non-diseased instance correctly [177]. Moreover, most
of the medical data is of imbalance; having a different number of
instances of each class. The existing approaches to skin cancer clas-
sification have often employed overall accuracy as a fitness measure
[22, 25]. However, this is inappropriate for unbalanced datasets as
it leads to bias towards the majority class. Therefore, a good eval-
uation/fitness function that avoids bias towards the majority class
and classifies well the diseased and non-diseased instances in unbal-
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anced datasets should be investigated.
5. Traditional GP approaches require a suitable design in producing

good performance for multi-class classification tasks [71]. In the lit-
erature, three approaches have been most commonly used: first de-
composing the task into binary problems, second a single discrimi-
nant function is evolved which separates classes based on multiple
thresholds (each class has a predefined threshold interval), and third
generating multiple outputs from the individual instead of a single
value. In the first approach, the system is run once for each of the
classes to be distinguished and in each run, a single-threshold dis-
criminant function is evolved for a particular class. In the second ap-
proach, defining a proper threshold interval for each class requires
domain knowledge which vary among different experts. A number
of researchers have investigated different GP program representa-
tions for the third approach, such as Linear GP (LGP) [76], Modi–
GP [214] and Probability based GP [186] for the task of multi-class
classification. Generally, it is difficult to design a good GP program
structure which can effectively and efficiently perform multi-class
classification. Existing approaches employ domain independent fea-
tures which may not give good performance when dealing with com-
plex datasets such as skin cancer images where most people do not
have good domain knowledge. To deal with shortcomings of GP
for multi-class classification, GP can be employed as a feature se-
lection algorithm in a wrapper approach. In this way, during the
evolutionary cycle, GP keeps evolving better individuals with more
informative features which helps train a classifier, thereby improves
performance many times over the original features.

1.2.2 Why GP?

In the literature, GP has not only been explored for classification, it has
been extensively studied in a wide range tasks including feature selection,
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feature construction and feature extraction. GP is a global search tech-
nique and takes the advantage of its most often used tree-based program
representation, which other techniques under the EC umbrella, such as
particle swarm optimization cannot achieve. Not only this flexible repre-
sentation makes GP a preferred technique among the other EC techniques,
GP but also has other powerful characteristics such as performing multi-
ple tasks simultaneously, automatically evolving models, interpretable so-
lutions, and built-in feature selection add flavors to attract researchers.
These GP characteristics motivate to utilize GP for image classification
tasks.

• Automatically Evolving Models. With its flexibility, GP automati-
cally evolve or generate mathematical models (solutions) to solve a
problem with a given set of terminals and functions. During the evo-
lutionary cycle, this tends to develop more suitable models in the
subsequent generations where the goodness of the models is mea-
sured against a fitness function. Hence, GP keeps evolving models
automatically until a stopping criterion is met.

• Intrinsic Feature Selection. While evolving models, GP only selects
some of the features and does not use the complete set of features.
This shows that GP has intrinsic feature selection ability. During
the evolutionary process, GP keeps selecting the prominent features
where the goodness of the evolved model (or indirectly these fea-
tures) keeps improving against a pre-defined fitness function. At the
end of the evolutionary cycle, GP becomes successful in selecting re-
fined features most suitable to solve the problem at hand.

• Multiple Tasks. GP can perform multiple tasks simultaneously. For
example, by evolving a computer program, it performs feature selec-
tion by selecting prominent features at its terminals, and the evolved
tree can be considered as a constructed feature, hence, performs fea-
ture construction. For image data, GP can simultaneously perform
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feature extraction, region detection, feature construction and classi-
fication by just evolving one computer program [110].

• Flexible Representation. Traditionally GP evolves computer pro-
grams, represented in tree structure. However, that is not the only
representation GP has. Non-tree GP representations include Linear
GP where programs are represented as a sequence of instructions
from machine language, and Cartesian GP where programs are en-
coded using a graph representation [205]. Similarly, a multi-tree GP
evolves multiple trees in a GP individual which are initially explored
for performing multi-class classification [135]. In a tree-like represen-
tation, the programs are dynamically evolved during the evolution-
ary cycle. In a single population of evolved programs, the size of
GP trees varies in terms of tree depth, the number of terminals and
internal nodes. This flexible representation suits feature construc-
tion and feature selection. A tree can be considered as a constructed
feature by computing its value based on the selected features at ter-
minal nodes and operators at the internal nodes. The selected and
constructed features are assumed to have a better data quality than
the original features.

• Interpretable Solutions. Unlike many learning algorithms where
the models have a “black box” architecture and cannot be inter-
preted, GP evolves interpretable models. This allows easy under-
standing of how GP tackles the problem at hand. This also helps
identify the prominent features selected by GP tree and can provide
the domain experts with enough knowledge to analyze future data.

1.3 Research Goals

The overall goal of this thesis is to explore feature selection and feature
construction abilities of GP by utilizing various GP representations to pro-
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duce informative feature vectors and effective classification models with
sufficient information to discriminate between various types of skin can-
cers in images. The specific objectives of this research work are described
in more detail as follows.

1. Develop multi-stage GP methods for skin cancer image classification.

The domain-specific features provided by the domain experts (based
on 7-point checklist method) are highly informative [24]. It is ex-
pected that the combination of these domain-specific skin image fea-
tures and domain-independent texture features when provided to
GP can result in good classification models. Existing approaches to
feature construction [11, 198] have utilized the whole set of features
to construct new features. In contrast, this thesis will explore con-
structing new features from previously GP-selected features and not
the whole set of features. It is expected that feature construction from
selected features results in improved performance than feature con-
struction from whole set of features. This thesis will develop multi-
stage GP methods using embedded and wrapper approaches for fea-
ture selection and feature construction to automatically generate a
feature vector of selected and constructed features for classification.
It is expected that the generated feature vector will produce more
powerful classification models over using all features. Interpretabil-
ity of the evolved programs will also be investigated. This approach
is not only intended to support the skin image domain but can also
be extended conveniently to other image and non-image domains.

2. Develop a multi-tree GP based embedded feature construction approach for
melanoma detection.

In the literature [35, 96, 72], only features extracted from either gray-
scale images or color images have been used for skin image classi-
fication. In some other works [117, 216], new skin lesion features
are developed which capture asymmetry and geometrical border
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shape characteristics of a lesion. These existing works did not in-
clude different set of features exhibiting different skin image prop-
erties such as texture, color, border shape, local and global features.
It is obvious that providing a comprehensive set of informative fea-
tures to a classifier results in generating better classification models
than providing incomplete information. This thesis will explore us-
ing different sets of features such as texture, color, local, global and
domain-specific geometrical border features, where each tree in an
individual will be evolved using a single set of features. Using dif-
ferent sets of features will incorporate as much information as pos-
sible which plays a vital role in generating good classification mod-
els effectively identifying melanoma from benign images. Designing
suitable crossover and mutation operators to meet the requirements
of the feature construction process will also be explored.

3. Extending the multi-tree GP based feature construction method using var-
ious types of features to a wrapper approach to skin cancer multi-class clas-
sification.

The wavelet analysis [54] is well-known for capturing both the local
(detailed structure and internal texture) and global (overall proper-
ties) information of the skin lesion. It is expected that addition of
wavelet features extracted from color channel images can greatly im-
pact on achieving good performance. In addition, the multi-tree ap-
proach is more convenient to employ for multiple feature construc-
tion where each tree is considered as a constructed feature. With
the aim of generating each tree using a single set of features, e.g.
one tree for gray-scale features, one for color features and another
for frequency-based features, it is expected to generate significant
features which can effectively discriminate multiple classes of skin
images. Multi-tree approaches on non-image classification datasets
have been studied previously [135, 136, 197], however, they have not
been investigated for complex image classification tasks where dif-
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ferent kinds of features (based on local and global information as
well as color and texture descriptors) can be used.

4. Developing an ensemble classification method using the GP framework for
skin cancer image classification.

Ensembles of classifiers have been proven to be more effective than a
single classification algorithm in skin image classification problems
[86, 201, 208]. Generally, the ensembles are created using the whole
set of original features. However, some original features can be re-
dundant and may not provide useful information in building good
ensemble classifiers. To deal with this, existing feature construc-
tion methods that usually generate new features for only a single
classifier have been developed but they remain unable to provide
good classification performance [141]. In the past, either complete
set of original features or selected features are provided to ensem-
bles [82, 199], however, multiple constructed features have not been
provided to an ensemble of classifiers. This thesis will explore the
ability of multiple feature construction to improve performance in
ensemble classification.

1.4 Major Contributions

This section presents the major contribution of this thesis. Each contribu-
tion presented below is discussed in detail in chapters 3 to 6 of this thesis.

1. This thesis proposes a binary image classification method to explore
feature selection ability of GP by using domain dependent skin im-
age features and domain independent texture features. Experimental
results show that GP has achieved good results and has the potential
to provide efficient and effective solutions for real-world problems
such as cancer detection. Using knowledge from both domains (der-
matology and computer vision), GP has achieved significantly better
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or comparable performance compared to other commonly used ma-
chine learning classification methods. This thesis also proposes two
multi-stage GP methods (an embedded and a wrapper approach)
where prominent features are selected in one stage and new high
level features are constructed from the selected features only in the
other stage. Experiment results of the embedded and wrapper ap-
proaches outperform the existing baseline GP approaches and other
machine learning methods. Insights of the evolved programs reveal
that GP selects highly significant features which can help dermatol-
ogist to make a diagnosis.

Parts of this contribution have been published in:

Qurrat Ul Ain, Bing Xue, Harith Al-Sahaf and Mengjie Zhang. ”Ge-
netic Programming For Skin Cancer Detection in Dermoscopic Im-
ages”. Proceedings of 2017 IEEE Congress on Evolutionary Compu-
tation. Donostia - San Sebastian, Spain, 5–8 June, 2017. pp. 2420–
2427. IEEE, 2017.

Qurrat Ul Ain, Bing Xue, Harith Al-Sahaf, and Mengjie Zhang. ”Ge-
netic Programming for Feature Selection and Feature Construction
in Skin Cancer Image Classification”. Proceedings of the 15th Pa-
cific Rim International Conference on Artificial Intelligence, volume
11012, of Lecture Notes in Computer Science, Nanjing, China, 28–31
August, 2018, pages 732–745. Springer, 2018.

Qurrat Ul Ain, Harith Al-sahaf, Bing Xue and Mengjie Zhang. “Two-
stage Genetic Programming for Feature Selection and Feature Con-
struction in Skin Cancer Image Classification”. (In preparation for a
journal).

2. This thesis utilizes multi-tree GP representation to develop an em-
bedded approach to include various types of local and global fea-
tures to improve classification performance of skin cancer image
classification. Features which have information regarding pixel-
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based gray-level and RGB characteristics, variation in color across
the image (inside and between the lesion and skin regions) and ge-
ometrical border shape properties are provided to multi-tree GP.
In order to avoid mixing of different features in one tree, suitable
crossover and mutation operators are adopted. This thesis also pro-
poses a new weighted fitness function in the multi-tree approach
for skin cancer image classification. This fitness function allows the
different trees in a GP individual to influence each other’s perfor-
mance during the evolutionary process. This method outperforms
all the most commonly used classification algorithms and the single-
tree GP methods showing evidence of good discriminating ability
between “malignant” and “benign” skin lesions. The evolved GP
programs identify the important domain specific and domain inde-
pendent features which help improve the classification performance.

Parts of this contribution have been published in:

Qurrat Ul Ain, Harith Al-Sahaf, Bing Xue, Mengjie Zhang. ”A Multi-
tree Genetic Programming Representation for Melanoma Detection
Using Local and Global Features”. Proceedings of the 31st Aus-
tralasian Joint Conference on Artificial Intelligence, Lecture Notes in
Computer Science. Vol. 11320. Springer. Wellington, New Zealand,
December 11–14, 2018. pp. 111–123. Springer, 2018.

Qurrat Ul Ain, Bing Xue, Harith Al-sahaf and Mengjie Zhang.
”Multi-tree Genetic Programming with A New Fitness Function for
Melanoma Detection”. Proceedings of 2019 IEEE Congress on Evo-
lutionary Computation. Wellington, New Zealand, 10–13 June, 2019.
pp. 880–887. IEEE, 2019.

3. This thesis proposes the first GP approach for skin cancer image clas-
sification which utilizes frequency based wavelet features as well as
texture, color and geometrical border shape features of skin images.
GP automatically constructs multiple features in a single GP indi-
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vidual and provides these new informative features to a classifica-
tion algorithm for classification in a wrapper approach. This method
produces significantly better results than the commonly used clas-
sification algorithms, eight single-tree GP methods, and an existing
multi-tree GP embedded method. This shows the evidence of ef-
fective feature construction, which results in achieving good binary
and multi-class classification results. The results find an interesting
behavior that selecting a suitable feature extraction method is neces-
sary to classify well a particular type of images taken from a specific
optical instrument. With the interpretability of evolved GP models,
the most-frequently occurring features in the GP trees are identified.
These prominent features are associated with skin cancer character-
istics which can help dermatologist distinguish between different
types of skin cancers.

Parts of this contribution have been published in:

Qurrat Ul Ain, Bing Xue, Harith Al-sahaf and Mengjie Zhang.
”Generating Knowledge-Guided Discriminative Features Using
Genetic Programming for Melanoma Detection,” IEEE Transac-
tions on Emerging Topics in Computational Intelligence. DOI:
10.1109/TETCI.2020.2983426.

Qurrat Ul Ain, Bing Xue, Harith Al-sahaf and Mengjie Zhang. ”Ge-
netic Programming for Multiple Feature Construction in Skin Cancer
Image Classification”. Proceedings of the 31st International Confer-
ence on Image and Vision Computing New Zealand. Dunedin, New
Zealand, 2–4 Dec 2019. pp. 1–6.

Qurrat Ul Ain, Harith Al-sahaf, Bing Xue and Mengjie Zhang. “Ge-
netic Programming for Automatic Skin Cancer Image Classifica-
tion”. Submitted to Expert Systems with Applications. April 2020.
pp. 1–23.

4. This thesis develops an ensemble GP classification method where
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multiple constructed features evolved by GP are provided to the en-
semble for classification. This method combines the powerful tech-
niques of utilizing multi-tree GP for multiple feature construction,
and providing constructed features to an ensemble of classifiers to
achieve performance gains in skin cancer image classification. Ex-
periments show that the new features constructed for ensemble of
classifiers have more distinguishing ability between classes as com-
pared to features constructed for a single classifier. Compared to the
existing GP approaches, commonly used classification and ensemble
methods, this method significantly outperformed all of them. More-
over, in comparison to the state-of-the-art convolutional neural net-
work (CNN) methods, the evolved constructed features being inter-
pretable identified important features selected from the original set
of features. This information can be helpful to the dermatologist in
making a diagnosis.

Parts of this contribution have been published in:

Qurrat Ul Ain, Bing Xue, Harith Al-sahaf and Mengjie Zhang. ”A
Genetic Programming approach to Feature Construction for Ensem-
ble Learning in Skin Cancer Detection”. Proceedings of the Genetic
and Evolutionary Computation Conference. Cancun Mexico. July
8-12 Jul 2020. pp. 1–9. Accepted on 20 March 2020.

1.5 Organization of the thesis

The remainder of this thesis is organized as follows. Chapter 2 presents
the literature survey of the related work. Chapters 3–6 present the main
contributions of this thesis as mentioned in Section 1.4, and can be seen in
Fig. 2.1. Chapter 7 concludes this thesis.

Chapter 2 describes the essential medical background of skin can-
cer and the techniques involved in traditional computer-aided diagnos-
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Figure 1.1: The layout of the main contributions making Chapters 3–6.

tic methods to classify skin cancer images. It describes the basic concepts
of computer vision, machine learning, evolutionary computation and Ge-
netic Programming. It then provides an overview of the related work pre-
viously developed to deal with the task of skin cancer image classification.

Chapter 3 presents new GP based methods for binary image classifica-
tion for skin cancer which utilize texture features extracted from skin im-
ages and domain-specific features provided by the expert dermatologists.
This chapter describes the importance of color as a significant component
in skin cancer identification and employs both texture and color informa-
tion features in one set of experiments. The effectiveness of these methods
is experimentally assessed and compared with commonly used classifica-
tion algorithms. The evolved GP programs are presented and analyzed as
well.

Chapter 4 proposes novel embedded based GP approaches to feature
selection for melanoma detection in a binary image classification prob-
lem. It explains how various texture, color, and geometrical border shape
features are extracted from skin images. This chapter then presents how
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multi-tree representation is used to generate multiple classifiers in a single
GP individual. A new fitness function is designed to improve the classifi-
cation performance of the task at hand. A deeper analysis of the selected
texture features reveals that some particular texture patterns occur more
frequently in melanoma images than benign images.

Chapter 5 proposes a novel wrapper based binary and multi-class clas-
sification approach to feature selection and construction in order to detect
various types of skin cancers in dermoscopy and standard camera im-
ages. It discusses the various feature extraction methods adopted to ex-
tract informative sets of features. This chapter then explains the workflow
of the proposed algorithms. A set of experiments are conducted on the
real world skin image datasets to examine the performance of the wrap-
per approach. Comparison to the previous GP embedded approaches is
performed in terms of training and test computation time, the frequency
of feature appearance in GP trees, and the classification performance.

Chapter 6 presents a novel genetic approach to feature construction
in ensemble classification to classify various types of cancers in skin im-
ages. This chapter first discusses the limitations of existing ensemble ap-
proaches for skin cancer image classification. It then proposes a new en-
semble method which relies on constructed features by GP to successfully
address these limitations. A set of experiments for binary and multi-class
image classification are presented to demonstrate the effectiveness of the
proposed method. This chapter then presents the results and compares
them with existing GP and the state-of-the-art CNN methods. This chapter
further analyzes how each individual classifier in the ensemble improves
its performance during the evolutionary cycle.

Chapter 7 concludes the thesis and draws the overall conclusions of the
thesis. The main contributions and key research points are emphasized
and discussed. This chapter then suggests possible future directions.
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Table 1.1: Real-World Skin Cancer Datasets.
Name Classes #Instances Image size Optical Device

P
H

2

Common Nevi 80 763× 553− 769× 577

Atypical Nevi 80 764× 575− 768× 576 Dermatoscope
Melanomas 40 764× 576− 768× 576

D
er

m
ofi

t

Actinic Keratosis 45 193× 221− 777× 702

Basal Cell Carcinoma 239 189× 206− 1341× 1130

Melanocytic Nevus / Mole 331 177× 189− 857× 828

Squamous Cell Carcinoma 88 269× 273− 1341× 1097 Standard
Seborrhoeic Keratosis 257 189× 229− 1825× 1329 Camera
Intraepithelial carcinoma 78 565× 265− 2176× 2549 (non-
Pyogenic Granuloma 24 292× 235− 1870× 1834 dermoscopy)
Haemangioma 96 328× 193− 914× 890

Dermatofibroma 65 436× 338− 1498× 1492

Melanoma 76 367× 439− 3055× 1630

1.6 Benchmark Datasets

All the skin image classification algorithms proposed in this thesis are
evaluated on two skin image datasets of varying difficulty. These datasets
are selected because they come up with the binary masks of the lesion
area. Since this thesis does not explore image segmentation, and mainly
focus on classification, datasets provided along with lesion segmentation
(binary masks) are selected. Moreover, one of the datasets also provides
domain specific features. Details of these datasets are given in Table 1.1.
The PH2 dataset is publicly available 1, whereas the Dermofit dataset is
purchased online 2 with the help of Huawei Industry Fund E2880/3663.
The datasets vary in terms of the number of classes, the number of im-
ages, the size of images and the optical device with which the images in a
dataset are captured.

1https://www.fc.up.pt/addi/ph2%20database.html
2https://licensing.edinburgh-innovations.ed.ac.uk/i/software/dermofit-image-

library.html
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1.6.1 PH2

A dataset of dermoscopic images namely PH2 [123] is acquired from Pedro
Hispano Hospital Portugal. The dermoscopic images were obtained from
Tuebinger Mole Analyzer system with a magnification of 20× and reso-
lution of around 768 × 560 pixels. Dermoscopy includes using an optical
instrument having a powerful lighting system to examine skin lesions in
a higher magnification. Before taking the images, a gel is placed on the le-
sion that enables the dermatoscope (instrument) to capture morphological
structures and patterns in inner layers of human skin. Hence, such im-
ages are rich enough to investigate them for presence of skin cancer. The
images are 8-bit RGB (red, green and blue) color images.

The dataset includes images of skin lesions, their clinical diagnosis,
their binary masks and information of domain specific features provided
by the dermatologists, based on the 7-point checklist method. The dataset
consists of three types of skin lesion images: common nevi, atypical nevi,
and melanoma. Among these three classes, since atypical nevi refers to
moles which are currently non-malignant but may develop melanoma
later. This atypical nevi class is combined with common nevi which refers
to moles, to form one benign class. For binary classification experiments,
this benign class and the melanoma class are used. For multi-class classifi-
cation experiments, PH2 has three classes, which are common nevi, atyp-
ical nevi and melanomas. Samples of the three categories of skin lesions
are presented in Fig. 1.2.

1.6.2 Dermofit Image Library

The Dermofit Image Library [29] is a set of 1300 high quality skin lesion
images collected under standardized conditions with internal color stan-
dards, captured from a standard camera. The lesions span across 10 differ-
ent classes, where each image has a gold standard diagnosis. Images con-
sist of a snapshot of the lesion surrounded by normal skin. There is a huge
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Figure 1.2: Some Images of dermoscopic dataset, with common nevi (row
1), atypical nevi (row 2) and melanomas (row 3).

      

     

Figure 1.3: Some Images taken from the Dermofit Image Library, each im-
age belongs to one of the ten classes.

variation in image sizes in dermofit dataset ranging between 177×189 and
3055× 1630.
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For evaluating the binary classification experiments, two classes are
used; Melanocytic Nevus (mole) as benign, and Malignant Melanoma as
malignant. For multi-class classification experiments, dermofit has ten
classes; actinic keratosis, basal cell carcinoma, melanocytic nevus (mole),
squamous cell carcinoma, seborrhoeic keratosis, intraepithelial carcinoma,
pyogenic granuloma, haemangioma, dermatofibroma, and melanoma as
listed in Table 1.1. An image sample from each of the ten skin cancer types
in this dataset is shown in Fig. 1.3.
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Chapter 2

Literature Review

This chapter introduces the basic concepts of the skin cancer image clas-
sification problem and computer vision based techniques. A number of
steps involved in skin cancer classification and different kinds of feature
extraction methods used in existing work are also described. Then a brief
overview on machine learning and different approaches is provided, fol-
lowed by a review of the Genetic Programming (GP) key components such
as the individual representation, evaluation and genetic operators. An
overview of the previous work on GP and non-GP based approaches to
image classification, specifically skin cancer image classification, closes the
discussion of this chapter.

2.1 Computer Vision

Computer vision is concerned with acquiring, understanding, processing
and analyzing images [187, 176]. It involves the study and development
of algorithms to achieve automatic visual understanding. It also aims at
making decisions by extracting numerical or symbolic information from
high-dimensional image data from the real-world [176]. The image data
can be of various kinds such as video sequences, views from multiple cam-
eras, and multi-dimensional data from a medical scanner. Hence, images

27
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play an essential role and represent the key component of this field. Sim-
ply, an image can be defined as a two dimensional matrix of values where
each value reflects the intensity level of the corresponding pixel. The algo-
rithms of computer vision aim at replicating the human vision system via
electronically perceiving and analyzing the content of an image [28].

The introduction of digital cameras and other hand-held devices (e.g.,
cellphones and other smart devices) has greatly accelerated the task of
gathering data in different domains. In order to gain useful information,
the obtained data requires processing and analysis. In the field of com-
puter vision, a large number of algorithms and methods have been pro-
posed that aim at performing a variety of tasks such as image enhance-
ment [164], recognition [155, 113], image restoration [27], motion analy-
sis [81], scene reconstruction [101] and object detection [183, 38, 213, 58].
Some basic tasks and their definitions are briefly discussed below as they
are closely related to machine learning and computer vision fields.

• Object Detection: It is concerned with finding instances of objects in
an image against the background [213, 200]. For example, finding a
person’s face from a set of images of crowd photographs, and detect-
ing tumors from a set of medical images. The task of detection is to
locate the coordinates of the central pixel of each object irrespective
of its type (i.e., the class label).

• Object Classification: Unlike object detection, classification assigns
a class label to each object image [200]. In other words, each image
is assumed to belong to a single class and the model tries to classify
similar (based on shared characteristics) images into one class.

• Object Recognition: In the literature, object recognition and object
classification have been often used interchangeably. However, here
the term object recognition will be used to refer to the task of find-
ing (detecting) and identifying (classifying) objects in an image. In
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other words, it is the task of performing both object detection and
classification operations at the same time [155, 113].

2.1.1 Features in Computer Vision

A feature represents an attribute or a characteristics of an object. Hence,
each image is represented by a set of features that are calculated manu-
ally or automatically, which can be used as input parameters/variables
to perform a task, e.g., classification or regression. In computer vision,
the intensity value of a pixel is typically used to represent a single feature
which is known as a low-level feature [142]. Moreover, a group of pixels
can also be used to represent a feature (e.g. the mean of pixel intensities
of the eye region in a face image) which is known as a mid-level feature
[142, 215]. Contrast to local feature, global features correspond to extracted
features from the entire image. Mid-level features may also be termed as
local features as they capture local information from the neighboring pix-
els of the central pixel. An example is local binary patterns (LBPs), which
will be discussed in detail in the next section. For illustration, calculating
the mean of the pixels only in the eye region is an example of a local fea-
ture, whereas calculating the mean from the entire image in an example
of a global feature. In both examples, we have calculated the mean, i.e., a
mid-level feature. A high-level feature in computer vision refers to a more
descriptive and abstract features than simple pixel statistics such as the
shape of face and eyes [215].

Feature manipulation is an important data pre-processing step, which
transforms the input data into informative features to help improve the
classification performance. Feature manipulation includes feature selec-
tion, feature construction, and feature extraction. One of the widely used
feature extraction methods for image classification tasks is the Local bi-
nary Patterns (LBP), which is explained in more detail in the next section.
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Figure 2.1: Step-by-Step procedure to generate LBP8,1 code for image cut-
out (having 8 neighboring pixels and radius = 1) and get a decimal value
of the central pixel.

2.1.2 Local Binary Patterns

The local binary patterns (LBP), proposed by Ojala et al. [145], is a dense
image descriptor that has been used extensively for feature extraction in a
wide range of computer vision applications. LBP works by scanning the
image in a pixel-by-pixel fashion using a sliding window of fixed radius,
where the value of the central pixel is computed based on the intensities
of neighboring pixels that lie on the radius as depicted in Figure 2.1. LBP
generates a histogram (i.e. feature vector) based on the computed values.
The LBP operator is formally defined as:

LBPp,r =

p−1∑
i=0

t(vi − vc)2i (2.1)

where r is the radius, p is the number of neighboring pixels, vi and vc are
the intensity values of the ith neighbor and the central pixel, respectively.
Here t(x) returns 1 if x ≥ 1 and 0 otherwise. The value computed from the
above expression is assigned to the central pixel and the corresponding
bin of the histogram is incremented by 1. The value of the bth bin of a
histogram H computed on an image of size m× n is given as:

H (b) =
m−1∑
i=0

n−1∑
j=0

(LBPp,r (Vi,j) = b) (2.2)
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where the value of b ranges between 0 and B− 1, B is the maximum num-
ber of bins in the histogram, Vi,j is the value of the pixel at coordinate (i, j).

Furthermore, the LBP codes are divided into two categories: uniform
and non-uniform. A code is uniform if circularly it does not have more
than two bitwise transitions from 0 to 1 or 1 to 0. For example, the codes
00000110, 01111110, and 00001000 are uniform, whilst the codes 00110011,
11001110, and 01010101 are non-uniform. The size of the feature vector
is 2p bins, where p is the number of neighboring pixels. The size of the
feature vector can be reduced to p (p− 1) + 3 bins by combining all the
non-uniform codes together in one bin. Moreover, using only uniform
codes, allows to detect various texture primitives such as corners, edges,
line ends, dark spots and flat regions. In the dermoscopic images, uni-
form codes can help in detection of pigmented network, streaks and blobs
which can largely increase the classification performance.

In this thesis, a histogram of uniform codes is generated; hence, there
are 59 (= 8× (7) + 3) LBP features for a single image. The window size of
3× 3 pixels and a radius of 1 pixel (LBP8,1) is used, which are the simplest
and the most commonly used settings for extracting LBP features.

2.1.3 Skin Cancer Statistics

Skin cancer is the most common form of cancer, accounting for at least
40% of cases globally [1]. The most common type is NMSC (about 80% are
BCC and 20% SCC cancers), which occurs in at least 2 − 3 million people
per year [69]. Basal-cell and squamous-cell skin cancers rarely result in
death. In the United States, they were the cause of less than 0.1% of all
cancer deaths. In 2012, melanoma occurred in 232,000 people, and resulted
in 55, 000 deaths globally [190]. In 2019, there was an estimated number of
96, 480 new skin cancer cases which may lead to 7, 230 estimated deaths in
the US [182]. When diagnosed early, skin cancer is highly curable with a
survival rate of nearly 92% [182]. The three main types of skin cancer have
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become more common in the last 20 to 40 years, especially in white people
from European origin [162].

Australia and New Zealand have one of the highest rates of skin can-
cer incidence in the world, almost four times the rates registered in the
United States, the UK and Canada [190]. Around 434, 000 people receive
treatment for NMSC and 10, 300 are treated for melanoma. Melanoma is
the most serious form of skin cancer, which becomes life-threatening if
not treated early [121]. Although the mortality is significant, when de-
tected early melanoma survival exceeds 95% [121]. Melanoma is the most
common type of cancer in people between 15− 44 years in both countries
[102]. The incidence of skin cancer has been increasing [1]. In 1995, among
Auckland residents of European descent, the incidence of melanoma was
77.7 cases per 100, 000 people per year, and was predicted at that time to
increase further in the 21st century due to the effect of local stratospheric
ozone depletion and the time lag from sun exposure to melanoma devel-
opment [93]. According to World Health Organization (WHO) in 2018, the
severity level of skin cancer incidence among males and females specially
in Australia and New Zealand are shown in Figure 2.2 [3].

2.2 Skin Cancer Diagnosis

2.2.1 Skin cancer

Skin is the largest organ in the human body which consists of two principal
layers [173]: epidermis and the dermis (see Figure 2.3). Skin cancers begin
from the epidermis and are caused by the development of abnormal cells
that have the ability to invade or spread to other parts of the body [93].
There are three main types of skin cancer: basal-cell skin cancer (BCC),
squamous-cell skin cancer (SCC) and melanoma. They appear in respec-
tive skin cells such as basal cells, squamous cells and melanocytes, as
shown in Figure 2.3. BCC and SCC are collectively called non-melanoma
skin cancer (NMSC) [162].
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Figure 2.2: Age-standardized death from melanoma in males (upper map)
and females (lower map) per 100, 000 inhabitants in 2018 [3].

1. Basal-cell cancer grows slowly and often damages the tissue around
it, but is unlikely to spread to distant areas or result in death. It
appears as a painless raised area of skin, that may be shiny with
small blood vessel running over it or may present as a raised area
with an ulcer.
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Figure 2.3: Anatomy of the skin, showing the epidermis, the dermis, and
subcutaneous (hypodermic) tissue [102]. (Illustration used with permis-
sion, copyright 2008 by Terese Winslow.)

2. Squamous-cell skin cancer is more likely to spread to other parts
and usually appears as a hard lump with a scaly top which can also
produce an ulcer.

3. Melanomas are the most aggressive form of skin cancer [128, 36,
170, 162, 190, 102]. Signs include a mole that has changed in size,
shape, color, has irregular edges, has more than one color, and is
itchy and/or bleeds. If it is not diagnosed early, it is likely to invade
nearby tissues and spread to other parts of the body.

2.2.2 Risk Factors

According to epidemiological evidence, exposure to ultraviolet (UV) radi-
ation and the sensitivity of an individual’s skin to UV radiation are risk
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factors for skin cancer, though the type of exposure (i.e. high-intensity
exposure and short-duration exposure vs. chronic exposure) and pattern
of exposure (i.e. continuous pattern vs. intermittent pattern) may differ
among the three main skin cancer types [69]. More than 90% of cases are
caused by exposure to UV radiation from the sun [190]. Risk factors in-
clude the followings [69]:

• Being exposed to natural sunlight or artificial sunlight (such as from
tanning beds) over long periods of time.

• Having a fair complexion, which includes 1) fair skin that freckles
and burns easily, does not tan, or tans poorly, 2) blue or green or
other light-colored eyes, and 3) red or blond hair.

• Having a weakened immune system

• Having certain changes in the genes that are linked to skin cancer.

• Past treatment with radiation or body exposure to arsenic.

2.2.3 Treatment

In cancer detection, a biopsy is performed to determine presence or ab-
sence of a disease. A biopsy is defined as a medical test performed by
a surgeon, involving extraction of sample cells or tissues for examina-
tion [173]. Treatment of skin cancer is generally conducted by surgical
removal, but may less commonly involve radiation therapy or topical
medications[173]. Treatment of melanoma may involve some combination
of surgery, chemotherapy, radiation therapy, and targeted therapy [173].
For all these therapies, the following procedures may be used to treat skin
cancer:

1. Skin exam: A doctor or a nurse performs visual analysis of the skin
for bumps or spots that look abnormal in color, size, shape or texture.
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2. Skin biopsy: All or part of the abnormal growth is cut from the skin
and viewed under a microscope by a pathologist to check for signs
of cancer. There are four main types of skin biopsies [190]:

• Shave biopsy: A sterile razor blade is used to “shave-off” the
abnormal growth.

• Punch biopsy: A special instrument called a punch is used to
remove a circle of tissue from the abnormal growth as shown in
Figure 2.4.

• Incisional biopsy: A scalpel is used to remove part of the
growth.

• Excisional biopsy: A scalpel is used to remove the entire
growth.

2.2.4 Computer Vision Techniques for Skin Cancer Diag-

nosis

The advances of technologies in the areas of computer vision and machine
learning have given us the ability to allow distinction of different skin can-
cers from the many benign mimics that require no biopsy. These new com-
puter vision technologies not only allow earlier detection of melanoma,
but also reduces the large number of needless, costly and painful biopsy
procedures [128].

The general approach to developing a computer aided diagnostic
(CAD) system for the diagnosis of skin cancer is to find the location of
a lesion and also to determine a probability estimate of the incidence of a
disease. The inputs to a CAD system are digital images obtained by epi-
luminescence microscopy (ELM) also referred as digital dermoscopy, with
the possibility to add other acquisition systems such as ultrasound or con-
focal microscopy. Digital dermoscopy is a non-invasive diagnostic tech-
nique that permits evaluation of dermoscopic images of skin lesions [163].
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Figure 2.4: Punch biopsy 2. A hollow, circular scalpel is used to cut into a
lesion on the skin. The instrument is turned clockwise and counterclock-
wise to cut down about 4 millimeters to the layer of fatty tissue below the
dermis. A small sample of tissue is taken to be checked under a micro-
scope. Skin thickness is different on different parts of the body.

These images have a high resolution and are captured using a color video
camera called dermatoscope, adapted for dermoscopy and connected to
a computer [163]. This technique allows computer technology to be uti-
lized for mass storage, indirect evaluation and management of images. In
a CAD system, the first phase is the pre-processing of images that allows
reducing the ill effects and various artifacts like dark corners due to cam-
era calibrations, ink markers, bubbles due to presence of gel, color chart
used for measuring the diameter, ruler marks and skin hair, which may be
present in the dermoscopic images. It is followed by the detection of the
lesion by an image segmentation technique to segment out the lesion area,
which is used as the input to the next stage. Once the lesion is localized

2https://www.cancer.gov/types/skin/patient/skin-treatment-pdq
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or in other words after region detection, different chromatic, gray scale, and
morphological features will be extracted. These extracted features are then
given to a classifier for classification [120].

Distinction of malignant melanoma images demands very fast pre-
processing, feature extraction and classification algorithms. It is, therefore,
necessary to make the best choice and to set the benchmarks for the diag-
nostic system development and validation [120]. The following steps are
commonly followed in skin cancer diagnosis and classification.

1. Image Acquisition: Unaided visual inspection is a substandard ap-
proach to diagnosing skin cancer. Numerous imaging modalities are
used to determine their suitability in ascertaining a correct diagno-
sis of skin cancer. These modalities include total cutaneous pho-
tography, digital dermoscopy, confocal scanning laser microscopy
(CSLM), magnetic resonance imaging (MRI), ultrasound, optical co-
herence tomography (OCT), and multi-spectral imaging [120].

2. Pre-processing: Dermoscopy images often contain artifacts such as
uneven illumination, dermoscopic gel, black frames, ink markings,
rulers, air bubbles, and intrinsic cutaneous features. Such artifacts
greatly hinder in distinguishing different structures, such as blood
vessels, hairs, skin lines and texture. Everything that might cor-
rupt the image and consequently affect the outcome of later stages,
such as features extraction and classification, must be localized and
then removed, masked, or replaced. Many approaches can be used
such as image masking, resizing, cropping, hair removal [108, 100],
and conversion from RGB color to gray scale image [34]. This pre-
processing step is meant to facilitate image segmentation by filtering
the image, and feature extraction by enhancing its important features
[120].

3. Segmentation: Segmentation refers to partition an image into dis-
joint regions that are homogeneous with respect to a particular prop-
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erty such as texture, color and luminance [52]. The goal of segmen-
tation is to simplify the representation of an image into something
more meaningful and easier to analyze [120]. The main problem of
segmentation is that it often fails to detect edges when edges are not
enclosing the object completely [5]. Moreover, the border of skin le-
sions have different characteristics as compared to edges in object
detection images. The skin lesion images have morphological struc-
tures including tiny blood vessels that make the borders irregular
and not having a fine boundary. These properties of lesion images
make the segmentation task more difficult.

4. Feature Extraction: Feature extraction starts from an initial set of
measured data and builds derived values (features) intended to be
informative and non-redundant, facilitating the subsequent learning
steps, and in some cases leading to better human interpretations [23].
For image analysis, the goal of feature extraction is dimensionality
reduction, and extracting informative features from pixels [16].

5. Feature Selection: Feature selection methods aim to select a subset
from the entire set of available features. Mainly, feature selection
is concerned with selecting relevant features and neglecting redun-
dant, irrelevant or less important features [112]. Feature selection
must not be confused with feature extraction. The former is only
selecting a subset of the original features and does not perform any
transformation on the original values, whereas the latter results in
creating new features. It is important to select a reasonably reduced
number of useful features while eliminating redundant, noisy, or ir-
relevant features. However, it is necessary to make sure that such
reduction in the number of features does not cost loss of crucial in-
formation.

6. Classification: The classification phase of the diagnostic system is
in charge of making the inferences about the extracted information



40 CHAPTER 2. LITERATURE REVIEW

(a) (b)

Figure 2.5: Pie Charts showing a) Classification methods used by exist-
ing diagnostic systems, and b) Feature distribution used in dermoscopic
studies in the literature [120].

in the previous phases in order to produce diagnostic about the in-
put image [64]. According to a study [120] for reviewing the classi-
fication algorithms adopted for skin cancer classification, the most
commonly used classification algorithms are Support Vector Ma-
chines (SVMs), Artificial Neural Network (ANNs) and statistical ap-
proaches. This is presented in Figure 2.5(a), which shows the per-
centage of classification methods used by existing diagnostic sys-
tems.

2.2.5 Features in Skin Lesion Images

During clinical examinations, dermatologists use certain criteria to de-
termine the type of skin lesion. The most commonly adopted methods
for identifying these lesions during clinical screening procedures by non-
dermatologists are the ABCDE criteria [125] and the Glasgow 7-point
checklist [116]. It is noted that these methods for diagnosing skin cancer
from images are used to determine only whether suspicious lesions could
be cancerous. However, the actual diagnosis is carried out by a pathol-
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ogist, after such suspicious lesions are excised (biopsied). In the litera-
ture, various kinds of image features have been used for skin cancer image
classification such as wavelet or frequency-based, geometrical, color, and
texture features. Figure 2.4(b) illustrates the distribution of these features
used in dermoscopic studies, which reveals that color and geometrical fea-
tures are most widely adopted and studied in the literature [120].

The ABCDE Rule of Dermoscopy

Originally the ABCD criteria, proposed in 1985 by Friedman et al. [77],
have been widely adopted in clinical practice, mostly due to its simplicity
of use [102]. ABCD defines the diagnosis of a lesion based on its Asymme-
try, Border irregularity, color variegation and Diameter.

• Asymmetry refers to whether the two halves of the lesion have a sim-
ilar appearance in terms of color, texture, shape and size. Cancerous
lesions are asymmetrical in shape whereas benign lesions are sym-
metric [25].

• Border irregularity describes the firmness of lesion borders whether
jagged, blurred or has a fine boundary. Lesions with tumor are char-
acterized by irregular boundary whereas benign lesions are circular
shaped [25].

• Color variegation suggests presence and absence of some specific
colors such as white, red, light-brown, dark-brown, blue-gray and
black. Melanoma has this unique feature of color variegation
whereas benign lesions have a uniform color [25].

• Diameter of a lesion, generally greater than 6 mm (milli meter, 1mm
= 10−3m), is considered cancerous.

Later, in 2004, Abbasi et al. [6] expanded the ABCD criteria to ABCDE
by incorporating the “E” for an “evolving” lesion over time, which in-
cludes changes in features such as size, shape, surface texture and color.
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The 7-Point Checklist Method

The 7-point checklist method contains 7 criteria: 3 major (changes in
shape, size and color) and 4 minor (diameter ≥ 7 mm, crusting or bleed-
ing, inflammation and sensory change). The seven points in this checklist
include 1) Atypical pigment network, 2) Gray blue areas, 3) Atypical vas-
cular pattern, 4) Radial streaming (streaks), 5) Irregular diffuse pigmenta-
tion (blotches), 6) Irregular dots and globules, and 7) Regression pattern
[24].

Some of these characteristics visual appearance are shown in Figure
2.6. As marked with yellow ovals, the pigment network is a grid-like net-
work consisting of pigmented lines (brown or black). This structure has
a crucial role in the distinction between melanoma and NMSC lesions as
discussed in [12]. Dermatologists analyze the images and mark the pig-
ment network as “typical” or “atypical”. Marked with red circle in Figure
2.6 is the area highlighting the presence of dots/globules. Dots/globules
are spherical or oval, different in size, black, brown or gray structures
(dots usually smaller than globules). Streaks (shown in green circle) are
finger-like projections of the pigment network mostly found at the bor-
der of the lesion. The presence of blue-whitish veil (marked with blue ar-
row) is a strong malignancy indicator. It is an opaque, irregular blue pig-
mentation with an overlying, white, ground-glass haze [123]. The dermo-
scopic structures (streaks, dot/globules, and blue-whitish veil) are labeled
as “present” or “absent” in each image of the PH2 dataset.

2.3 Machine Learning

Machine learning is a broad research field that explores the study and
construction of algorithms that can learn from and make predictions on
data [126]. It is a sub-field of computer science, evolved from the study
of pattern recognition and computational learning theory in artificial in-
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Figure 2.6: Identification of some dermoscopic features based on 7-Point
Checklist method [123].

telligence [126]. The key factors of machine learning are representation
and generalization [174]. While the former is concerned with the repre-
sentation of data and various functions evaluated over this data, the latter
represents the ability of the system or the model to handle unseen data
based on the knowledge gained from the seen examples. Generally, algo-
rithms of machine learning can be divided into the five following groups
[23, 137]: (1) supervised learning; (3) semi-supervised learning; (2) unsu-
pervised learning; (4) reinforcement learning; and (5) learning by knowl-
edge transfer.

1. Supervised Learning: A supervised learning algorithm aims at
defining a generalized function that is capable of predicting an out-
put for unseen data relying on the information of the previously seen
data. Classification and regression represent the most well-known
example applications of supervised learning [129]. In the case of clas-
sification, the system takes the available list of features or description
of the inputs (training instances) and predicts the class label for each
of them. The desired (known) outputs are used to guide the system
during the training phase. Typical methods of this approach include
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ANNs, Decision Trees, and Naı̈ve Bayes (NB).

2. Unsupervised Learning: Unsupervised learning algorithms are
mainly designed to handle situations where the class labels (desired
outputs) of the instances are unknown. In contrast to supervised
learning, the core objective of unsupervised learning algorithms is to
find patterns in the data instead of estimating a generalized function
that maps an input to an output [23]. Clustering represents a typical
example of this type of machine learning method. The aim of cluster-
ing algorithms is to categorize objects into a number of groups (clus-
ters) based upon the similarity and dissimilarity between attributes
of those objects. Some of the widely used algorithms to perform clus-
tering include k-means clustering, and hierarchical clustering.

3. Semi-supervised Learning: The semi-supervised learning methods
combine the schemes of both supervised and unsupervised learn-
ing methods, in which unlabeled data along with labeled data are
used to train a model. Generally, the number of labeled instances is
smaller than the number of unlabeled instances. A typical example
of semi-supervised learning methods is transductive support vector
machine (TSVM) [92].

4. Reinforcement Learning: Reinforcement learning develops an agent
(e.g. computer program) that aims at exploring an environment and
takes an appropriate action in which some cumulative reward is to
be maximized. This learning approach is mainly developed based
on the principle of reward and punishment, such that an agent will
gain more rewards by taking more correct actions, and penalized
whenever an incorrect action is taken. A well-known technique of
reinforcement learning is the Temporal Difference (TD) [194] learn-
ing method.

5. Transfer Learning: The idea of transfer learning came from the hu-
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man ability to rely on previously obtained knowledge to learn a new
category or to categorize a new object. This is achieved by simply
storing incremental new informative knowledge of this object or cat-
egory. In machine learning, this process is known as knowledge
transfer or transfer learning [151]. In contrast to human ability of
learning to classify objects, the majority of existing classification al-
gorithms demand abundant examples in order to learn every single
category or group of objects [90]. In traditional machine learning, the
assumption is that both of the source and target domains or tasks are
the same (e.g. drawn from the same distribution). The key point of
transfer learning is to define common knowledge among source and
target domains that may help improve the performance of the model.
In medical domain, where in most cases the data available is limited
[170], this approach is favorable as it combines knowledge from both
domains to achieve better generalized model for classification of the
target domain. More details can be seen from [151].

2.3.1 Classification

Classification is defined as the identification of which of a set of categories
a new observation belongs, on the basis of a training set of data. Clas-
sification represents an important task in a wide variety of fields such as
computer vision and pattern recognition [129]. Image classification aims at
categorizing images into different groups based upon their contents such
that images of an object or a scene are categorized under one group that
are different from instances of other groups. Common to classification
problems are the following key terms:

• Training: The process by which a learning algorithm uses obser-
vations (also called instances) to learn a new classifier is called the
training process and the observations or instances used in the training
process are collectively referred as the training set.
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• Testing: The process of evaluating the performance of the learned
classifier is called testing. The instances used to test the learned clas-
sifier are collectively called the test set. It is important to mention that
the instances in the test set are from the same problem domain as the
training instances, however, they remain unseen during the training
process.

• Validation: Validation set includes a set of instances used to monitor
the training/learning process to control overfitting.

• Generalization: Generalization refers to how well the concepts
learned by a machine learning algorithm apply to specific instances
not seen by the model when it was learning [48]. The goal of a good
machine learning model is to generalize well from the training data
to test data from the same problem domain. This allows to make
predictions in the future on data the model has never seen.

• Overfitting: Overfitting refers to a model that learns the training
data too well. It happens when a model learns the detail and noise
in the training data to the extent that it negatively impacts the per-
formance of the model on test (new) data [48]. This means that the
noise or random fluctuations in the training data is picked up and
learned as concepts by the model which do not apply to new data
and negatively impact the models ability to generalize.

• Underfitting: Underfitting refers to a model that can neither model
the training data nor generalize to test (new) data [48]. An underfit
machine learning model is not a suitable model and is obvious as it
has poor performance on the training data.

• n-fold Cross Validation: A dataset is usually re-sampled into a train-
ing set and a test set. In this case, a learning algorithm learns dif-
ferent kinds of rules from the training set, and apply these rules to
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the test set to evaluate the learned model, hence, the algorithm be-
comes 2-fold. However, many problems (mostly in the medical do-
main) have a small number of available instances in the dataset and
sometimes the dataset is unbalanced. In such datasets, following 2-
fold re-sampling method will lead to biased results. Therefore, it is
necessary to apply some appropriate re-sampling methods, such as
n-fold cross-validation [130]. In n-fold cross-validation, the dataset is
randomly partitioned into n folds (partitions) and the folds are near-
equal size. The folds are selected in such a way that the proportion of
instances from different classes, remains the same in all folds. Next,
a single fold of the n folds is retained as the test set, and the remain-
ing n-1 folds are used as training set. This process is then repeated
n times, with each of the n folds used exactly once as the test set.
After getting results from n experiments, the average of these n re-
sults are taken to make an estimate of classification performance on
that dataset. An extreme case of n-fold cross-validation is leave-one-
out cross-validation (LOOCV), which uses a single instance from the
dataset as the test set, and the remaining instances as the training
set. In other words, if the dataset has k instances, then the results of k
experiments are averaged to estimate the classification performance.
The advantage of such re-sampling methods is that all instances are
used for both training and testing, and each instance is used for test-
ing exactly once.

2.3.2 Learning Paradigms

Generally, there are five learning paradigms, also known as tribes of AI, in
machine learning: (1) Instance-based, (2) Induction-based, (3) Connection-
ist/Neural Learning, (4) Statistical-based, and (5) Evolutionary Learning
or Computation (discussed in section 2.4) [126].
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Instance-based

Instance-based learning (sometimes referred as memory-based learning)
is a family of learning algorithms that, instead of performing explicit
generalization, compares new problem (test) instances with instances
seen in training, which have been stored in memory [168]. It is called
instance-based because it produces hypotheses directly from the train-
ing instances. Examples of instance-based learning algorithms are the
k-nearest neighbor algorithm, kernel machines, and radial basis function
(RBF) networks [129]. These algorithms store (a subset of) their training
set when predicting a class for a new test instance; they compute distances
or similarities between the instance being evaluated and the training in-
stances to make a decision.

k-Nearest Neighbor (k-NN): The most basic instance-based method
is the k-nearest neighbor algorithm [129]. The nearest neighbors of an
instance are defined in terms of the standard Euclidean distance [129].
When k-NN is used for classification, it calculates the distances between
the test instance and all instances in the training set. Based on this distance
calculations, the test instance is classified by assigning the class which is
most frequent among the k training samples nearest to that test instance.
Some of the most commonly adopted distance measures in k-NN are the
Euclidean distance and the Manhattan distance.

Induction-based

Induction-based is a type of learning through observation of different ob-
jects or data, building general concepts by observing a set of instances [39].

Decision Trees: Decision tree learning is one of the most widely
used methods for inductive inference [129]. It is a method for approxi-
mating discrete-valued target functions, where a decision tree represents
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the learned function. It classifies each instance by sorting it down the
tree from the root node to more than one leaf nodes, which provides the
classification of that instance. Each node of the tree represents a test of
an attribute of the instance, and each branch descending from that node
represents one of the possible values for this attribute. An instance is
assigned a class by starting at the root node, testing the attribute specified
by this node, then selecting that branch which corresponds to the value
of the attribute for that particular instance. This procedure is repeated
for the sub-tree at the new node. [129]. Classifying a particular instance
may involve evaluating only a small number of the attributes depending
on the length of the path from the root of the tree to the appropriate leaf
node [126]. Decision trees are more likely to face the problem of data
over-fitting because it tries to split the data until it makes pure sets. This
problem can be resolved by using its extension i.e., J48 by using Pruning.
Pruning reduces the size of decision trees by removing sections of the tree
that provide little information to classify instances. Pruning also reduces
the complexity of the final classifier, and hence improves predictive
accuracy by reducing overfitting.

Decision trees have been successfully applied to a broad range of tasks,
such as learning to classify medical patients by their disease, loan appli-
cants by their likelihood of defaulting on payments, and equipment mal-
functions by their cause [129, 126]. Decision trees have several advantages;
1) simple to understand and interpret (important insights can be investi-
gated based on experts describing a situation, its alternatives, probabili-
ties, and costs); 2) allows the addition of new possible scenarios, and also
helps determine worst, best and expected values for different scenarios,
and 3) can be combined with other techniques such as logistic regression
[88] and NNs [91]. There are some limitations of decision tree also: 1) un-
suitability to predict values of a continuous attribute, 2) possibility of du-
plicating same sub-tree on different paths, and 3) can become very com-
plex, particularly if many values are uncertain and/or unequally infor-
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mative attributes (with or without interactions) and irrelevant attributes
co-exist [65].

Connectionist/Neural Learning

Neural network learning methods provide a robust approach to approx-
imating real-valued, discrete-valued, and vector-valued target functions
[129]. Artificial neural networks (ANNs) are inspired partially by the ob-
servation that biological learning systems consists of very complex webs
of interconnected neurons in animals brain. An ANN is based on a col-
lection of connected units called artificial neurons, which is analogous to
axons in a biological brain. Each connection between neurons transmits a
signal to another neuron. The receiving neuron can process the signal(s)
and then signal downstream neurons connected to it. More often, neu-
rons are organized in layers where different layers may perform different
kinds of transformations on their inputs. Signals travel from the first (in-
put) layer, to the last (output) layer, possibly after traversing the layers
multiple times. The original aim of the neural network approach was to
solve problems in the same way that a human brain would, however, with
time, attention deviated on matching specific mental abilities [46]. As a
consequence, it leads to deviations from biology such as back-propagation
(defined as passing information in the reverse direction) and adjusting the
network to reflect that information.

NNs have shown to be successful in many practical problems such as
learning to recognize handwritten characters [105], learning to recognize
spoken words [104], learning to recognize faces [63], and learning to
recognize skin cancer [72] and breast cancer [189] from images.

Multi-Layer Perceptron (MLP): MLP is a category of feedforward
ANNs. It consists of at least three layers of nodes, where each node
is a neuron that uses a nonlinear activation function, except nodes of
the nodes in the first layer which are used directly as inputs. MLP



2.3. MACHINE LEARNING 51

typically uses a supervised learning technique called back-propagation
for its training [104]. MLP consists of multiple layers and has nonlinear
activation which distinguish it from a linear perceptron. MLP has the
ability to classify data that is not linearly separable.

Having more than three layers (an input and an output layer with
one or more hidden layers) and nonlinearly activating nodes, MLP is
a deep neural network [137]. MLPs are fully connected; each node in
one layer connects with a certain weight to every node in the following
layer. Learning occurs in the perceptron by changing these connection
weights after each piece of data is processed, based on the amount of
error in the output compared to the expected result [105]. MLPs were a
popular machine learning solution in the 1980s, having applications in
diverse fields such as image recognition, speech recognition, and machine
translation software [202], but thereafter faced strong competition from
support vector machines (SVMs). Due to the successes of deep learning,
interest in back-propagation networks returned [62].

Statistical Learning

Statistical learning theory is a framework for machine learning which is
derived from the fields of statistics and functional analysis [87]. It deals
with the problem of finding a predictive function based on given data.
It has led to successful applications in fields such as computer vision,
bioinformatics and speech recognition [87]. The most common statistical
methods in machine learning are Support Vector Machines (SVMs) and
Naı̈ve Bayes (NB).

Support Vector machines (SVMs): SVMs are one of the supervised
learning methods based on the statistical learning theory. The goal of
SVMs is to map the input data to high dimensional space, constructing
a hyperplane or a set of hyperplanes, which are used to create decision
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boundaries for the task of classification [89]. SVMs aim to maximize the
distances between the hyperplanes and the nearest training data points
of any class (so-called functional margin), since in general the larger the
margin the lower the generalization error of the classifier [89]. Instances
are classified based on what side of these hyperplanes they fall on. While
the basic training algorithm can only construct linear separators, different
kernel (i.e., linear, polynomial, radial basis function, and sigmoid) func-
tions can be used to include varying degrees of nonlinearity and flexibility
in the model [120].

SVMs have several advantages over the classical classifiers such as
decision trees and neural networks. The support vector training mainly
involves optimizing a cost function, which eliminates the risk of getting
stuck at local minima as in the case of back-propagation neural networks
[89]. The main disadvantages of SVMs are the high algorithmic complex-
ity and extensive memory utilization when dealing with large-scale tasks
[89].

Naı̈ve Bayes (NB): Bayesian theorems are based on a probabilistic
approach to inference [129]. It is based on the assumption that the
quantities of interest are governed by probability distributions and that
optimal decisions can be made by reasoning about these probabilities
together with observed data. Bayesian reasoning directly manipulates
probabilities in order to estimate the behavior of data and provides a
framework for analyzing the operation of other algorithms that do not ex-
plicitly manipulate probabilities [129]. For example, Bayesian analysis is
used to justify a key design choice in neural network learning algorithms:
choosing to minimize the sum of squared errors when searching the space
of possible neural networks [129]. Similarly, Bayesian perspective is use to
analyze the inductive bias of decision tree learning algorithms that favor
short decision trees [129].

Naı̈ve Bayes classifiers are the most common bayesian classifiers. NB
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makes use of the assumption that all input features are conditionally
independent, which is why termed as naı̈ve. This assumption can not be
applied to many real-world problems, where there are interdependency
between the input features, which may cause two-way or multi-way
feature interactions. Another practical difficulty is that they typically
require initial knowledge of many probabilities. If these probabilities
are not known prior to computation, they are estimated based on prior
knowledge, previously available data, and assumptions about the form of
the underlying distributions [206].

Ensemble Learning

Ensemble learning is a method of learning that builds a collection of base
classifiers in the training process for a classification task. Thereafter, base
classifier predictions are combined to identify new instances through the
application process. It has been shown that an ensemble of classifiers is
more effective than any of the base classifiers making up the ensemble.

2.4 Evolutionary Computation

Evolutionary computation (EC), inspired by the theory of natural selec-
tion and genetic inheritance, is a sub-field of artificial intelligence and
refers to the family of algorithms for global optimization inspired by bi-
ological evolution [159]. They are a family of population-based trial and
error problem solvers with a stochastic optimization character [126]. The
increasingly active field of EC provides valuable tools, to problem solv-
ing, machine learning, and optimization [53]. In particular, industrially
relevant fields, such as signal and image processing, computer vision, pat-
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tern recognition, industrial control, scheduling and timetabling, telecom-
munication, and aerospace engineering, are using EC techniques to solve
complex problems [53]. Under the EC umbrella, there are evolutionary al-
gorithms (EAs), swarm intelligence (SI) algorithms and other optimization
techniques such as differential evolution and memetic algorithm.

Evolutionary Algorithms (EAs) is a sub-field of EC, which are popu-
lation based optimization algorithms. EAs are based on mechanisms
inspired by biological evolution including genetic operators like selection,
reproduction, mutation and crossover. In EAs, each candidate solution is
represented as an individual in the population. The fitness or evaluation
measure determines the goodness of each individual. Evolution of the
population then takes place after the repeated application of the men-
tioned genetic operators. Examples of EAs include genetic algorithms
(discussed here), genetic programming (discussed in detail in Section 2.5
on page 56), evolution strategy, and evolutionary programming.

Genetic Algorithms
Genetic algorithms (GAs) provide an approach to learning that is based
on biological evolution [129]. Candidate solutions are often encoded as bit
strings whose interpretation depends on the application. The search for
an appropriate solution begins with a randomly generated population,
or collection, of initial solutions. Members of the current population
give rise to the next generation population by applying operations
such as mutation and crossover, which are modeled after processes in
biological evolution [129]. At each generation, the solutions in the current
population are evaluated based on a measure of fitness, with the most
fit solutions selected probabilistically as parents for evolving the next
generation.

GAs have been explored widely and applied successfully to a variety
of learning and optimization problems [206]. For example, they have been
used to learn collections of rules for robot control [119] and to optimize
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the topology and learning parameters for ANNs [25]. They can search
spaces of solutions containing complex interacting parts, where the im-
pact of each part on overall solution’s fitness may be difficult to predict
[129]. However, GAs tend to be computationally expensive but they can
be easily parallelized taking advantage of powerful computer hardware,
hence, resulting in decreased costs [129].

Another area of EC is Swarm Intelligence (SI) algorithms which are
inspired by the collective intelligence of social insects. A swarm is defined
as a population of interacting individuals that is capable of optimizing
global objectives through collaborative search. Here, the intelligence lies
in the networks of interactions among individuals, between individuals
and the environment [98]. There is a general stochastic tendency in a
swarm for individuals to move towards a center of mass in the popula-
tion, which results in convergence on an optimal solution [98]. The most
common optimization techniques in SI are Particle Swarm Optimization
(PSO) [67] and Ant Colony Optimization (ACO) [118].

Particle Swarm Optimization (PSO)
Particle swarm optimization (PSO) is a population based stochastic opti-
mization technique inspired by social behavior of birds flocking or fish
schooling [99]. In PSO, each candidate solution is encoded as a particle
moving in the search space according to simple mathematical formula to
update particle’s position and velocity. Each particle remembers its local
best known position. Hence this collection of particles known as swarm,
searches for the optimal solution by updating the position of each particle
based on the local best known position of its own and its neighboring
particles [99]. PSO is a simple but powerful search technique. It is a
metaheuristic as it makes few or no assumptions about the problem being
optimized and hence, can search very large spaces of candidate solutions.
However, metaheuristics do not guarantee that an optimal solution is
always found [98].
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2.5 Genetic Programming (GP)

Genetic Programming (GP) is an EC algorithm based on Darwinian prin-
ciples of biological evolution and natural selection that automatically ex-
plores the solution space to evolve a computer program (model/solution)
for a given problem [103]. Fundamentally, GP consists of a set of opera-
tors and a fitness measure which is used to evaluate the performance of an
evolved program.

GP performs an implicit feature selection via randomly selecting fea-
tures at its terminal nodes during the evolutionary process [122]. The
ability of GP to handle complex problems represents a key motivation for
many researchers to utilize it to address different tasks, such as object de-
tection [9, 183, 38, 213, 211, 212], feature selection [131, 10, 198, 136, 107],
feature construction [198, 138, 110, 11, 139], classification [110, 17, 15, 58,
195, 20, 143, 44, 43], regression [83, 55] and knowledge transfer [90, 51].

The rest of this section explains the key components of GP to clarify the
role of each component.

2.5.1 Overview

The main idea of GP process is based on the concept of “Survival of the
Fittest” in which a number of individuals (computer programs) evolve
gradually to gain improved performance. The process starts by randomly
creating a predefined number of initial solutions via using different com-
binations of the elements in the function and terminal sets. Adopting a
carefully designed fitness measure, the performance of each individual is
calculated. GP uses reproduction, crossover, and mutation operators to
produce new individuals for the population of the next generation from
those of the population of the the current generations. Individuals with
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better fitness values are more likely to be selected for participating in the
mating process to generate the population of the subsequent generation.
The overall process of GP framework is outlined in the following steps.

1. A predefined number of individuals are randomly created using
functions and terminals to create the initial population.

2. The fitness value (performance) of each individual is calculated
based on the fitness measure.

3. Following steps are repeated until a termination criterion is met.

• Select one or more individuals based on their fitness values.

• Generate one or more new individuals from the selected ones
by applying GP operators.

• Put the newly generated individuals into the next generation.

• Calculate the fitness value for each of those newly generated
individuals.

4. The best evolved individual (the one with the best fitness value) rep-
resents the best evolved solution to the problem.

2.5.2 Representation

The most commonly adopted representation for GP individuals is tree-
based in which an individual is made up of a root node, a number of
internal nodes, and some leaf nodes [160]. The root and non-terminal
nodes consist of elements from the function set, whereas the leaf or ter-
minal nodes are taken from the list of terminals. Each function node rep-
resents an operation that needs to be performed on the list of input values
(i.e. the output values of its child nodes). Function nodes can be as sim-
ple as arithmetic operators (e.g. addition, subtraction, and multiplication),
or more complex (e.g. loop structures). The terminal nodes represent the
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leaves of the individual tree, and they do not have inputs. A terminal node
is either a randomly generated constant value in a predefined interval, or
a value selected from the list of available inputs (feature values). The tree-
based representation of the equation((x1 × x2)− x1)÷ ((x1 + x2)×

√
x2) is

presented in Figure 2.7, which has five functions {+,−,×,÷,√} and two
terminals {x1, x2}.

The program shown in Figure 2.7 produces a numerical value as it rep-
resents the type of output value based on input values at the leaf nodes in
the tree. In this example the type of input and output values of all terminal
and function node is numerical. However, different applications require
the use of different types, such as boolean and string. For example, logi-
cal greater than or less than functions compare two numerical values and
return a boolean value (either true or false). Hence, a variant of GP repre-
sentation known as Strongly-typed GP (STGP) [133] has been introduced
to address this problem. The use of STGP allows the incorporation of data
types and their constraints where different nodes can have different types
of input arguments and return different types of outputs. Although tree-
based representation is the most common type of representation for GP
individuals, it is not the only one. A number of researchers have investi-
gated different types, such as Linear GP (LGP) [76], Cartesian GP (CGP)
[127], Grammar-guided GP [165], and Modi-GP [214].

With its flexible representation and different from single-tree GP which
evolves one tree in an individual, GP can evolve multiple trees in a single
individual to solve a particular problem, referred as multi-tree GP (MTGP)
[150]. In the literature, MTGP has been studied for a wide range of appli-
cations including automatically evolving image descriptors for texture im-
age classification [19], constructing features to create benchmark datasets
[111], self-assembling swarm robots [106], and multi-class classification
[135].
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Figure 2.7: GP tree-based representation of the equation ((x1 × x2)− x1)÷
((x1 + x2)×

√
x2).

2.5.3 Initialization

GP starts the process by randomly generating a number of initial solu-
tions to create the initial population. In tree-based GP, the minimum- and
maximum-depth of the generated individuals imply important restrictions.
The maximum-depth of a tree is defined as the longest path that starts at the
root node and the farthest leaf node. Two of the simplest and commonly
known methods that have been extensively adopted in the literature are
the full and grow. The full method generates an individual by randomly se-
lecting elements from the function set until the maximum allowed depth
of the tree is reached. Then only elements of the terminal set are drawn
at random to populate the leaf nodes. The grow method is similar to the
full method, however, it is allowed to select from both sets (function and
terminal) as long as the maximum-depth has not been reached. Therefore,
the branch stops growing at that point where a terminal node is selected.

To ensure having individuals vary in shape and size, a third method
based on the combination of the two has been devised known as ramped
half-and-half [103, 160]. In this method, half of the individuals in the popu-
lation are generated using the full method and the other half is generated
using the grow method to create the initial population. The ramped half-
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and-half method is the most widely used method as compared to other
methods [16, 55, 57, 58, 109, 153, 177].

2.5.4 Evaluation

Similar to other EC methods, one of the most important parts of the GP
system is the evaluation or fitness measure [160] to evaluate the goodness
of an evolved solution. Evaluating the evolved program on a number of
fitness cases reflects the goodness of the program to handle different sce-
narios. The decision of which fitness function to use is critical as GP relies
on it to assess the performance of the evolved program. Moreover, the de-
sign of this function is heavily dependent on the problem. For example,
if the task is to perform classification, then the fitness function can be the
accuracy (the percentage ratio of correctly classified instances to the total
number of instances). As another example, if the task is to solve a regres-
sion problem, then a good fitness measure can be based on how far is the
predicted value from the expected value. Moreover, if the dataset is un-
balanced, i.e., having a different number of instances of each class, then
designing suitable fitness measure is crucial for accurately evaluating the
evolved solutions.

2.5.5 Selection Methods

Selection methods decide which individuals will participate in creating in-
dividuals of the subsequent generation. The fitness value is used to assess
the chances of an individual to be selected. Hence, better individuals (e.g.
individuals having good fitness values) are more likely to be selected than
inferior ones. One of the earliest selection methods is the fitness proportion-
ate selection, also known as Roulette wheel selection. This method works by
randomly selecting an individual each time based on the distribution of
all fitness values of the current generation of individuals. One drawback
of the Roulette wheel method is that individuals having bad fitness values
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may never get a chance to participate in populating the next generation.
To deal with this problem, Tournament selection has been proposed. In this
method, a predefined number (termed as Tournament size) of individuals
are randomly taken from the population. Then the individual with the
best fitness value among them is selected. This method gives all individ-
uals (regardless of their fitness values) an equal chance to be drawn in the
first step. However, this method introduces an extra parameter to be set
which is the tournament size. Using a large tournament size will reduce
the chances of inferior individuals to be selected; however, the use of a
small tournament will increase the probability of inferior individuals to
be selected.

2.5.6 Genetic Operators

In GP, the individuals of the current generation are used to populate the
subsequent generation through applying a number of operators. Those
operators aim at generating new individuals (children) by utilizing the
genetic materials of the current population (parents). There are three op-
erators in GP: 1) reproduction, 2) crossover, and 3) mutation. Each of these
operators is applied based on a user-defined probabilities, where the sum
of the three probabilities is 1.

Reproduction

Reproduction performs a copy operation of a predefined number of the in-
dividuals (determined by the rate of this operator) from the current gen-
eration to the next one. Reproduction does not ensure the selection of
top individuals; it copies the selected individuals by the selection method.
However, when it selects the top ranked individuals, it is termed as elitism,
which aims at maintaining the achieved level of performance and prevent
it from degrading in the subsequent generations. This operation ensures
that the next generation is at least as good as the current one. When the
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Figure 2.8: Example illustrating the crossover operator.

probability of performing reproduction or elitism operation is set to 1 (i.e.
100%) and both of the crossover and mutation are 0%, the system will copy
all the individuals to the subsequent generations, hence, the individuals of
the final generation will be identical to those of the first generation. There-
fore, the ratio of this operator must be set to a very low value to make the
system flexible enough to explore the solution space.

Crossover

The crossover operator generates new individuals (children) by exchang-
ing the genetic materials from the two existing individuals (parents). The
parent individuals are first selected using one of the selection methods.
Next, a crossover-point (indicated with scissors in Figure 2.8) is chosen
from each tree, and the sub-trees are swapped at the crossover points. The
crossover operator has been widely studied and various methods have
been proposed, which includes one-point crossover, two-point crossover,
uniform and half-uniform crossover, cut and splice crossover, and three-
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Figure 2.9: Example illustrating the mutation operator.

parent crossover [160].

Mutation

Like crossover, mutation uses existing individuals to generate new ones.
However, in mutation, only one parent is selected from the current pop-
ulation and the other parent is randomly generated using one of the ini-
tialization methods. After selecting the parent from the current popula-
tion, a mutation-point (indicated with scissors in Figure 2.9) on this par-
ent tree is randomly selected, and the other generated parent tree (shown
in green) replaces the sub-tree at that point in order to generate the new
child. An example of this operation is shown in Figure 2.9. There is a clear,
yet important, difference between crossover and mutation; crossover only
makes the system try different combinations of the existing genetic mate-
rial, whereas mutation allows the system to introduce new genetic mate-
rials by using new randomly generated sub-trees.
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2.6 Related Work

This section describes the existing work on image classification using ma-
chine learning methods, specifically GP. Some related work to cancer im-
age classification such as skin cancer, brain tumor, lung cancer and breast
cancer using GP has also been discussed.

2.6.1 Related Work to Image Classification Using GP

Earlier in 1996, Poli [159, 158] described a set of requirements for termi-
nal set, function set and fitness function in GP to evolve efficient optimal
filters for the tasks of feature detection and image segmentation, and stud-
ied their behavior in brain MRI and X-ray coronarograms. According to
the authors, the terminal set must contain a limited number of variables
and should capture both fine and broader scale information. Moreover,
the functions involved to calculate the terminals during a single run of
GP must not be complex and hence computation load for such terminals
must be as light as possible. They have compared their results with ANNs
and reported that GP has outperformed the competitor method. ANNs
gave 31.7% sensitivity and 92.2% specificity, whereas GP achieved 61.5%

sensitivity and 99.2% specificity. Sensitivity is the true positive rate and
specificity is the true negative rate. With better results obtained by GP, the
authors have elaborated that GP has far better ability for image analysis as
compared to other existing methods.

A multi-tier domain-independent GP method for the problem of binary
image classification is proposed by Atkins et al. [26]. The main objective
was to automatically evolve a classifier that is capable of performing the
tasks of image filtering, feature extraction, and classification. Their exper-
iments on two datasets revealed that a comparable performance to the use
of domain-specific features has been achieved.

Motivated by the work of Atkins et al. [26], Al-sahaf et al. [16, 20] have
proposed and investigated a variety of GP methods for the problem of bi-
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nary image classification. Evaluating their methods on four datasets of
increasing difficulty showed a significantly better performance has been
achieved compared to different GP-based and non-GP methods. Al-sahaf
et al. [14] have also used GP to evolve an image descriptor, where a special
function node is developed using STGP to extract features from pixel val-
ues. The results revealed the goodness of the proposed method compared
to other GP and non-GP methods. Later, the structure of the algorithm in
[14] is further improved to perform transfer learning by Iqbal et al. [90], to
cope with difficult texture image classification tasks. This transfer learning
method is able to solve difficult tasks that most other algorithms cannot
solve, as shown by the results in [90].

Al-sahaf et al. [15] developed a multi-layer approach to feature ex-
traction and image classification using GP. The method is evaluated on
four image datasets with varying difficulty and compared with a baseline
approach that requires human intervention to perform feature extraction.
However, the proposed method does not require human intervention and
consists of three layers; bottom layer for filtering, middle layer for feature
aggregation and top layer for classification. Results revealed that base-
line GP performed better on easy datasets as compared to the proposed
method. However the method with no filtering (WNF) performed best
on faces dataset and their method with Sobel edge detection (WSED) per-
formed best on cells dataset. On the hardest dataset, WNF outperformed
all other methods. However, the method is computationally expensive
with a huge function set and large number of layers.

Al-Sahaf et al. [14] developed a GP-based method to automatically
generate an image descriptor, i.e., a feature vector, for texture image clas-
sification. The feature vector generated in their approach is quite simi-
lar to LBP [145]. However, a domain-expert designs the formulas in LBP,
whereas these formulas are automatically generated by GP in their work.
Experiments revealed the goodness of the proposed method in compari-
son to other GP and non-GP methods. Iqbal et al. [90] improved the struc-
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ture of the algorithm in [14] to perform transfer learning, to cope with diffi-
cult texture image classification tasks. The results proved the effectiveness
of their method, showing ability to solve even more difficult tasks which
most other algorithms cannot solve. Lensen et al. [110] developed a GP-
based method capable of performing multiple tasks in a single evolved
GP individual; region detection, feature extraction and binary image clas-
sification. Their results have shown improved classification performance
compared to the existing GP approaches.

Earlier in 2003, Smart et al. [185] developed two dynamic-based range
selection method for the problem of multi-class image classification in GP.
The first method is centered dynamic range selection, and the second is
slotted dynamic range selection. The results of evaluating those methods
using five datasets of varying difficulty show that both of those methods
outperformed the use of the static range selection method.

A GP-based method for the tasks of texture classification and texture
segmentation is developed by Song et al. [188]. A bitmap texture dataset
that consists of 48 different textures is used to evaluate the proposed
method. The results revealed that GP is capable of evolving accurate clas-
sifiers. Moreover, their method does not need feature extraction, as a pre-
processing step.

A domain-independent approach to the problem of multi-class object
detection using GP is proposed by Zhang et al. [213]. The aim of their
method is to locate a number of objects of different classes that are con-
tained in a large image, and predict the class label of each of the detected
objects. The method is tested using three datasets of increasing difficulty.
The method is tested using three datasets of increasing difficulty. The
evolved program is capable of performing object detection and multi-class
classification tasks.

Fu et al. [78] have elaborated the use of GP for edge detection. As most
traditional methods have used local window-based filter approaches, the
authors have used the whole image as input and pixels are classified
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directly into edges and non-edges without the need of doing any pre-
processing and post-processing. They have compared their method with
the Laplacian and Sobel edge detectors on three sets of images with vary-
ing difficulty for edge detection task. Results have shown that detectors
evolved by GP outperform the Laplacian detector and compete with the
Sobel detector in most cases. The limitation is that only 24 images (4 binary
(easy), 4 natural (difficult) and 16 BSD (Berkley Segmentation dataset, very
difficult)) are used to evaluate the performance of the proposed method.
Also for the BSD dataset, sub-images have been used to reduce the com-
putational cost of training time. However, for medical images, using only
sub-images is not advisable as the location of tumor is not known before-
hand.

Muni et al. [136] developed a multi-tree GP method for feature selec-
tion and multi-class classification. The method is capable of performing
two tasks simultaneously; searching for a good feature subset and design-
ing a classifier using the selected features. An evolved individual in a
n-class problem had n trees and each tree was initialized using a random
feature subset. The method introduced two new crossover operations: ho-
mogeneous crossover and heterogeneous crossover were introduced. The
method is tested on seven non-image datasets with varying number of
features between units to thousands. Comparisons with other methods
showed that this method produced better results with selected features as
compared to using all features.

Singh et al. [184] proposed a method namely genetic programming image
segmentation (GPIS) to perform segmentation on biomedical image data
and compared their results with an existing GA-based image segmenta-
tion tool called GENIE Pro. The results are computed on two cells dataset
of increasing difficulty. The authors have described image segmentation
as a vital step in object detection systems in many application including
geosciences, remote sensing, medical image analysis and target detection
in security surveillance. In this work, the image analysis operators pro-
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cess the input image in a series and not in a tree like structure. The fitness
function is derived from the idea that segmentation can be viewed as a
pixel-classification problem, where the value of false positive rate (FPR)
and false negative rate (FNR) must be zero for ideal segmentation. An
improved fitness function is used that penalizes longer programs. GPIS
performed better than GENIE Pro, however, using a large number of im-
age analysis operators make it expensive at computation time.

Since late 1990’s, GP has been widely explored for the task of interest
point detector in images. The method proposed by Ebner and Zell [68] is
one of the earliest works employing GP to automatically evolve an interest
point detector. Interest points are defined as salient image pixels that are
unique and distinctive; i.e., they are quantitatively and qualitatively dif-
ferent from other image points, and normally represent a small fraction of
the total number of image pixels [146]. Therefore, detection of such points
can be useful in recognition tasks. Olague and Trujillo [146, 147, 148] have
used GP to evolve interest point detectors taking into consideration the
global separability and geometric stability of the detected points. Shao
et al. [175] proposed a multi-objective GP method for the task of feature
learning in image classification.

Recently, Armand et al. [50] developed a GP based classification
method to detect active tuberculosis in raw X-ray images. The process
does not perform pre-processing, segmentation, or feature extraction be-
fore performing classification, making it fast to train a classification model.
Their results outperformed the traditional image classification techniques
providing better accuracy while being efficient in computation time. How-
ever, the method has utilized a prodigious memory, which makes its adop-
tion in real-world situations difficult.

Benjamin et al. [73] combined the fundamental characteristics of CNNs
such as convolution and pooling with GP to generate a model for image
classification. They have effectively utilized GP’s flexible representation to
evolve a model that performs multiple tasks, i.e., learning convolution fil-
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ters’ coefficients, detecting ROIs, extracting features from ROIs, and build-
ing a classifier. Though the proposed method has outperformed com-
monly used classification algorithms, it remains unable to produce better
results than CNNs. However, CNNs are more expensive in terms of com-
putation time compared to their method.

In 2020, Stefano et al. [166] developed a GP based auto-encoder for
feature learning in 2D images. The method works by generating a par-
tial model in each successive GP generation utilizing the model built in
the previous generation. At the end of the GP evolutionary process, the
method combines these models to generate a parametric function for re-
constructing the training images. The results have shown that the method
can precisely and effectively reconstruct the MNIST hand-written digits.
Since it is a short paper, the analysis of the evolved models is not pre-
sented.

Bi et al. [40] developed a feature construction method using a multi-
layer GP approach for image classification. The method uses image-
related operators to extract and construct new high-level features. Their
method provided good accuracy for binary image classification, but they
are not investigated for multi-class image classification. Bi et al. [41] de-
veloped a GP method to evolve ensembles for image classification. This
method also utilizes image-related operator like their previous work [40],
but simultaneously learn new features while developing ensemble of clas-
sifiers. However, this method has shown inferior classification results on
large image classification datasets. Most recently, Bi et al. [42] proposed
a GP method to learn novel features automatically and simultaneously
evolve an ensemble for image classification. This method uses commonly
used classification algorithms and image-related operators such as Gabor
filter, laplacian filter, LBP, and HOG, to evolve ensembles of classifiers
for classification. This method has provided promising results on several
datasets. However, the generated models formed by various classifiers are
complex and challenging to interpret.
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Summary – Most of these GP-based methods combine complex image
processing operators such as convolution, derivatives, and filtering, to de-
tect a specific type of structure such as a corner. A system capable of
detecting other types of structures such as blobs, streaks, lines, and pig-
mented network (in dermoscopic images), and automatically constructing
new high-level features could be more effective at generating useful infor-
mation for skin cancer image classification. The above GP methods have
used reduced image sizes e.g., 256 × 256. These methods cannot be ap-
plied to skin cancer images because reducing the size of a skin image may
distort aspect-ratio which results in losing informative features. Some of
the above methods have not utilized the remarkable property of GP to
analyze the evolved programs, which can help improve the credibility of
their work.

2.6.2 Related Work to Cancer Image Classification

Machine Learning Methods for Skin cancer image classification

Earlier in 2002, with the advent of digital dermoscopy, Piccolo et al.
[157] focused on validating the use of digital dermoscopy by compar-
ing melanoma classification diagnosis of experienced dermatologists with
computer-aided diagnosis based on ANNs and also with diagnosis pro-
vided by minimal trained clinicians. The results are given in terms of sen-
sitivity and specificity of 92% and 99%, respectively, for the trained der-
matologist, 69% and 94%, respectively, for the clinician, and 92% and 74%,
respectively, for the computer analysis. According to the results obtained,
the authors have suggested computer analysis must be developed in or-
der to assist and not to replace physicians in the diagnosis of skin cancer
lesions as the best diagnostic results can be achieved by using both trained
computer classifier and experienced dermatologist diagnosis.

Ferris et al. [74] presented a computer-assisted diagnosis of dermo-
scopic images for classification of melanoma. A classifier based on random
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forest is trained on dermoscopic images of benign and malignant skin le-
sions to generate a severity score for each lesion. Each image is manually
segmented and 54 features were computed for all segmented lesions. Fit-
ness measures are sensitivity, specificity and area under the curve (AUC)
which is the area under Receiver Operating Characteristics (ROC) curve,
showing trade-off between sensitivity and specificity. The classifier results
on the same set of images were compared with that of 30 dermatology
clinicians. The classifier produced better sensitivity than dermatologists,
however, produced lower specificity than dermatologists. The trade-off of
a higher sensitivity at the cost of specificity is, to some degree, inevitable
and seen not just in devices and tests, but in clinicians as well. In the study,
those practitioners who had the highest sensitivity to melanoma generally
also had the lowest specificity. This study shows that early identification
of melanoma highly depends on the expertise of a dermatologist and there
is a need of developing effective CAD system where experienced derma-
tologists are not available.

For the detection of melanoma, a classification method has been pro-
posed based on ANNs in [22]. The method consists of four stages: pre-
processing, pigment network extraction, feature extraction and classifica-
tion. The thresholding and directional Gabor filter is applied to the blue
component of images for the first stage. For pigment network detection,
again the Gabor filter is applied with different thresholding values. For
feature extraction, mean and standard deviation are computed on the pixel
values of the sub-images. Classification is then performed using ANNs
fed with the extracted features where the performance is assessed by the
commonly used classification accuracy measure and the method achieved
94% accuracy. The limitation of this work is that using balanced classifica-
tion accuracy on an imbalance dataset leads to bias towards the majority
class.

Variation in color of melanoma is a major discriminative aspects for
dermatologists that is studied in [36]. This paper evaluates the impor-
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tance of color in key-points detection steps of the bag-of-features model
for the classification of melanoma images based on k-NN. Furthermore,
gray scale and color sampling methods using Harris Laplace detector and
its color extensions are compared. The performance of scale-invariant fea-
ture transform (SIFT) and color-SIFT patch descriptors are also analyzed.
The method achieved 85% sensitivity, 87% specificity and 87% accuracy.

A computer system based on image processing and pattern recogni-
tion techniques can provide a quantitative evaluation of skin lesions, while
keeping good diagnostic ability [216]. Zortea et al. [216] developed a low-
cost CAD tool applicable in primary care based on a consumer grade cam-
era with attached dermatoscope and compared its performance to that
of experienced dermatologists. The system extracts several new image-
derived features computed from automatically segmented images. These
are related to the asymmetry, color, border, geometry, and texture of skin
lesions. Three well-known statistical methods for classification are com-
pared; linear discriminant analysis (LDA), quadratic discriminant analy-
sis (QDA) and classification and regression trees (CART). The diagnostic
accuracy of the system is compared with that of three dermatologists. The
classifier (QDA, being the best classifier) was able to provide competitive
sensitivity (86%) and specificity (52%) scores compared with the sensitiv-
ity (85%) and specificity (48%) of the most accurate dermatologist on the
dermoscopic images. This method is evaluated on a very small dataset
having only 206 images.

In [80], a CAD system is developed for melanoma classification which
selects an optimal set of features from different types of features such as
texture, border-based, and geometrical shape. To classify melanoma and
benign images, four classification algorithms (Naı̈ve Bayes, support vec-
tor machine (SVM), random forest, and hidden logistic model tree) are
employed. Though this diagnostic system produced very good results
(91.26% with 23 features), it utilizes different types of features individu-
ally and lacks an appropriate way to combine them.
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Kawahara et al. [96] demonstrated how filters from a pre-trained CNN
can be used to classify 10 classes of non-dermoscopy images in the Der-
mofit dataset. However, they reported a standard overall classification
accuracy of 81.80% for the highly imbalanced Dermofit dataset, which is
not suitable as it may give biased results towards classes with more im-
ages. From the confusion matrix shown in [96], the overall accuracy is
81.80%, whereas the balanced accuracy is 60.12% for the 10-class classifi-
cation problem.

Recently, Alfed et al. [21] proposed a bag-of-features approach with
new texture and color features for melanoma detection. The authors suc-
cessfully demonstrated the effectiveness of histogram of gradients and his-
togram of Lines, instead of the conventional histogram of oriented gradi-
ents and histogram of oriented lines, in skin cancer detection. Three clas-
sifiers are used: Adaboost, SVM, and ANN. The experiments were per-
formed using dermoscopy and standard skin image datasets.

The robustness of a CAD system is one of the most important character-
istics for dermoscopy images [30]. It is difficult to develop a robust system
for multi-source images acquired under different conditions, such as vary-
ing illumination and different acquisition devices. Hence, it has been sug-
gested to use the color constancy algorithms and the results of SVM have
shown increased performance using RGB histograms as features. For ef-
fective feature learning from color images, a quaternion-based grassmann
average network (QGANet) is developed [178]. The experiment results
proved the goodness of the method on three histopathological color im-
age datasets. Since the QGANet algorithm embeds the grassmann average
network (GANet) into a principal component analysis network (PCANet),
the computational complexity of this method with QGANet is four times
more than the baseline GANet.

Identifying the score of the ABCD rule of dermoscopy has been re-
cently studied [94]. In pre-processing, Gabor filters and active contours
are utilized to detect lesion boundaries. The extracted features, according



74 CHAPTER 2. LITERATURE REVIEW

to the ABCD rule, are used to compute the total dermoscopy score, which
is then used for binary classification. The method has produced good sen-
sitivity and specificity results and revealed the potential of extracted fea-
tures in building a good classification model.

Adjed et al. [8] developed a binary classification method for melanoma
detection through fusion of texture and structure features. The method ex-
tracts texture features from different variants of LBP, and structure features
from curvelet and wavelet transforms. SVM classifier produced good re-
sults in terms of sensitivity (78.93%) and specificity (93.25%). The method
concatenates the different features together in a single feature vector for
fusion, however, a better way of combining different types of features can
help improve the classification performance.

To solve multi-class classification problem of skin images, a hierarchi-
cal classification approach has been adopted by many researchers. Bal-
lerini et al. [29] designed a hierarchical k-NN based model for non-
melanoma classification from standard camera images (non-dermoscopy).
This system relied on expert knowledge as it required hand-crafted tex-
ture and color features which is usually difficult when dealing with large
image datasets. Shimizu et al. [179] also used a hierarchical system and ex-
tracted several color, texture, and sub-region features to classify four skin
cancer classes. The hierarchical structures in [29, 179] produced a better
performance compared to the standard non-hierarchical classification al-
gorithms. However, hierarchical structures are more expensive in terms of
computation time than standard non-hierarchical algorithms.

In the recent years, convolutional neural networks (CNNs) have be-
come popular in skin image analysis. Codella et al. [60] used the Caffe
architecture to perform feature extraction. Esteva et al. [72] used a huge
private dataset which consists of both clinical and dermoscopy images to
train an Inception network from scratch, aiming at a performance close to a
human expert. However, the deep learning approaches typically required
thousands of images to effectively train a model, and due to a “black-box
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architecture”, the models may not directly provide insights of prominent
features. In addition, using a pre-trained CNN generally requires pre-
processing a dataset to the same input configurations for which that CNN
was originally designed for such as fixed-size images, and RGB or gray
scale images, which increases the computation time and decreases flexi-
bility to apply to any size of image.

Xie et al. [208] proposed an ANN-based ensemble model for melanoma
detection from skin images. The algorithm works by first extracting the le-
sion area with a self-generating neural network. Various types of features
such as border, texture, and color are extracted, which are then given to
a neural network ensemble method for binary classification. The results
revealed the goodness of the new border features, which played a vital
role in achieving improved accuracy. For melanoma detection from skin
images, Yu et al. [210] developed a 2-stage convolutional neural network
(CNN) architecture. The first stage performs lesion segmentation using a
fully convolutional residual network and the second stage performs clas-
sification with a very deep residual network. Their results revealed the po-
tential of very deep CNNs, even with limited training data to solve such a
complex task of melanoma detection. These methods [208, 210] are expen-
sive in terms of computation time and require large computing resources.

Identification of suitable data augmentation methods have gained im-
mense importance recently, which can generally cope well with the limited
size of datasets [156]. Transfer learning has gained attention, which has
been explored with and without fine-tuning [124]. Moreover, other rele-
vant criteria such as size of images and selected architecture in CNNs has
recently been studied [201]. Such methods require a lot of extra work such
as parameter tuning and identifying suitable data augmentation strate-
gies.

Recently, Brinker et al. [47] proved that automated melanoma image
classification using CNN achieved significantly better results than board-
certified dermatologists. Barata et al. [32] used pre-trained DenseNet-
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161 architecture to perform a hierarchical diagnosis for three skin cancer
classes. Additionally, they provided comparative studies on the signif-
icance of color normalization, lesion segmentation, and evaluation met-
rics. Patiño et al. [152] developed a lesion segmentation and classification
method using morphological operations to estimate asymmetry, border
and color features of the lesions in the PH2 dataset. The method incorpo-
rated SVM, logistic regression and a fully connected neural network where
the neural network has shown the best performance achieving 86.5% on
average for multi-class classification.

Summary – Most researchers have used overall accuracy until the In-
ternational Skin Imaging Collaboration (ISIC) 20183 challenge started col-
lecting balanced accuracy along with other evaluation measures. Though
the above methods have achieved better performance than their baseline
methods, they are not effective in terms of computation time (e.g., four
times slower than existing approaches). Using a pre-trained CNN gener-
ally requires pre-processing a dataset to the same input configurations for
which that CNN was originally designed for such as fixed-size images,
and RGB or gray scale image, which increases the computation time and
decreases the flexibility to use any size of image.

Genetic Programming for Cancer Image Classification

In [177], a method for brain tumor classification on MRI is proposed based
on statistical methods for pre-processing, fuzzy c-means (FCM) for brain
image segmentation and GP for tumor classification that achieved 97%

accuracy. GP here utilizes two fitness functions defined as;

• fitness1 decides to which class a candidate belongs (three tumor
classes; menningionma, glioma and medulla blastoma), and

• fitness2 selects the best individual for each class.

3https://challenge2018.isic-archive.com/
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It is more important in the field of medicine to diagnose a patient with a
disease than to diagnose a normal patient with no disease. The method
is evaluated on the Fish’s Iris dataset; however the details of the class
distributions are not provided. The proposed fuzzy logic based GP pro-
cedure has enabled the n-class classification problem to be solved as a
whole rather than as n two-class problems, hence, reducing the compu-
tation time. The authors stated that with the availability of more image
data, better results can be achieved.

Early detection of defective nodules in lung computed tomography
(CT) images increase the survival rate of the patients by 50%, hence, a
GP-based nodule detection method is developed in [57]. After segmen-
tation of lung region from CT image sequence using 18-connectedness
voxel labelling and ball rolling algorithm, nodule candidates are detected
using adaptive multiple thresholding and rule based classifier. Three-
dimensional (3D) geometric based features are extracted from the Region
of Interest (ROI) namely volume, elongation factor, compactness and ap-
proximated radius. Vessels are distinguished from nodules on basis of
elongation factor and compactness having more elongation factor and are
not compact. Nodules have more volume and radius as compared to ves-
sels. Hence, simple if-then rule based classifier is used to detect nodules
from vessels. Fourteen two-dimensional (2D) features are computed from
image matrix made after normalizing the image size of nodule candidates.
The nodule candidates are then classified using GP based classifier and
achieved 92% detection rate. This work has included expert knowledge to
achieve a good detection rate.

Ryan et al. [169] described a fully automated work-flow for perform-
ing stage-1 breast cancer detection using GP. The method detects suspi-
cious regions called ROI, which are then examined by more specialized
routines either radiologist or a CAD system, which outputs the likelihood
of malignancy. It is a seven stage method, where first five stages imple-
ment pre-processing, breast segmentation and feature extraction while the
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last two stages employ multi-objective GP approach for building and test-
ing the classifier. Results have revealed the ability of GP to produce solu-
tions that are in some way human-readable, and capable of examining the
GP individuals. This is to ascertain which terminals (features) are most
useful, and extract more information related to those from the data. This
system accepts raw mammograms and outputs marked ROIs. However,
the evolved program has not been analyzed which may help in further
investigation of cancer detection.

Summary – It is encouraging to see GP being utilized to solve real-
world problems. However, the methods described above need several
steps to reach a final classification label. This makes them complex and
also consume more computational resources. Since available medical im-
age data is limited, these methods still need to be validated on bigger
datasets to check their effectiveness.

2.7 Chapter Summary

Some of the limitations in the existing work are described here which have
become the motivation of this thesis.

• The existing GP approaches to feature manipulation in image dataset
have mostly used gray level images, which may not produce good
results for skin cancer images in which color is a crucial characteristic
for distinguishing various types of skin cancer. Having features ex-
tracted from skin images, feature selection and feature construction
can be used to improve the diagnostic performance.

• The existing approaches have mostly constructed new high-level fea-
tures by selecting more relevant features from the original set of ex-
tracted features. GP has successfully provided very good results us-
ing its powerful ability to feature selection. Utilizing feature selec-
tion by GP to first select prominent features and then construct new
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high-level features by using only the selected features can help im-
prove the classification performance which has not been investigated
in the past.

• Most of the existing methods extract a single type of features e.g.,
texture based LBP features, from skin images, and not employ mul-
tiple types of features together such as texture as well as color. Using
multiple kinds of features can provide more information which helps
to train the classification model well or construct useful high-level
features from them. How to design GP to automatically combine
different types of features to improve classification performance in
skin cancer image classification has not been investigated.

• The extracted features can be redundant and may not prove useful in
developing good ensemble classifiers. In the existing methods, either
complete set of original features or selected features are provided to
ensembles [82, 199], however, multiple constructed features have not
been provided to an ensemble of classifiers. Most of the existing fea-
ture construction approaches that usually generate new features for
only a single classifier, remain unable to provide good classification
performance [141]. Since the constructed features tend to have more
distinguishing ability than the original extracted features, it is ex-
pected that newly constructed features evaluated by an ensemble of
classifiers will help improve the classification performance.

• Sometimes classifying a particular image to cancer or non-cancer is
not enough, here clinicians are more interested to investigate which
specific features or clinical properties such as asymmetry, or color
variation in the skin lesion are responsible for developing the can-
cer. In such a scenario, an interpretable classification model is in-
teresting to investigate which not only provides good classification
performance but also help identify prominent features.
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• With advancements in technology, various optical instruments are
in use to capture skin cancer images such as dermatoscope and stan-
dard cameras. Images captured from different instruments might
have different visual properties such as illumination, scale, and re-
flection, therefore, which feature extraction methods are suitable for
which type of images (captured from different instruments) is still
an open question. Most of the existing skin cancer image classifica-
tion methods are developed for a single image modality, developing
a robust skin cancer classification method which can produce good
results across multiple image modalities need to be explored.



Chapter 3

Two-Stage GP for Feature
Selection and Construction

3.1 Introduction

Feature selection selects a subset of original features while feature con-
struction creates a new feature(s) from the original set of features [209].
Feature construction involves transforming a given set of input features
to generate a new set of more powerful features [138]. Feature selection
and construction both can help improve performance by selecting relevant
features and constructing new high-level features. Hence, these are good
tools not only to improve performance, but also to reduce the dimension-
ality and hence provide features which take less computation time while
being processed by the classification algorithm. With the ability of GP
in selecting good features that can improve the classification performance
and generating classification models that can also be treated as a classi-
fier, it can be used to effectively classify melanoma images. This chapter
describes in detail various methods developed to effectively utilize GP’s
ability to feature selection and feature construction for targeting skin im-
age classification.

Since the skin images are large, a classification method provided with

81
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these large-sized images generally requires substantial computing re-
sources to train/generate a good classification model. This also leads
to high computation time. Hence, there is a need for dimensionality re-
duction where these images are effectively converted into feature vectors
using suitable feature extraction methods. A classification algorithm can
easily handle the resulting feature vectors; using a limited number of re-
sources and computationally fast, can help achieve good performance. Di-
mensionality reduction aims to reduce the number of features and select
only prominent features with good discriminating ability between classes.
However, there is limited work done to feature selection and construction
in skin cancer image classification.

Moreover, the medical practitioners are interested in finding the cause
of a disease, and a system is highly recommended to have such causal in-
formation. With the property of GP evolved programs being interpretable,
giving information about which features are prominent in constructing
new high-level features, the medical practitioners can gain deep under-
standing of which specific texture patterns and color variations are the
cause of the disease.

Existing GP approaches to feature selection and construction aim at im-
proving the generalizability of GP such as in symbolic regression problems
[56], improving classification performance in high-dimensional data [196]
and effective biomarker identification and classification [10]. These meth-
ods have used the complete original set of features to construct new fea-
tures, which might potentially limit the performance. The proposed meth-
ods construct new high-level features from the selected features which are
expected to perform better compared to features constructed from com-
plete original set of features.

This chapter initially focuses on developing a classification method for
melanoma detection, which is a binary classification task. Early detection
of melanoma is crucial, since it helps increase the survival rate of the pa-
tient. For melanoma detection, an embedded approach for feature selec-
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tion and feature construction will be investigated. To extend this method
further in order to achieve multi-class classification, a wrapper approach
for feature selection and construction will be developed.

3.1.1 Chapter Objectives

Motivated by the intrinsic ability of GP to feature selection and construc-
tion, two methods (an embedded approach and a wrapper approach) are
developed in this chapter for skin cancer image classification problems.
Different from most existing methods, the proposed methods aim at con-
structing new features only using previously selected features by GP, i.e.,
a two-stage approach, which can have the ability to construct more infor-
mative features as compared to construct features from all of the original
features. This chapter address the following research objectives:

• Design a new two-stage GP method in an embedded approach
(2SGP-E) for feature selection and feature construction.

• Extend 2SGP-E method to a new two-stage GP method in a wrapper
approach (2SGP-W) for feature selection and feature construction to
achieve performance gains.

• Compare the two methods by analyzing their effectiveness for fea-
ture selection and construction for skin image classification.

• Identify the prominent features selected by GP during the evolution-
ary process to construct new informative features.

• Compare the discriminating ability of gray scale features with color
features for melanoma detection.

• Investigate the efficiency of the two methods by analyzing the aver-
age time required to evolve a solution, and average time to evaluate
an instance.
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• Analyze the pixel-based texture patterns of the selected features.

• Investigate the interpretability of the evolved programs by those two
methods.

3.1.2 Chapter Organization

The rest of the chapter is organized as follows. Section 3.2 presents the
proposed GP methods in an embedded approach to feature selection and
construction, including the two stages, search space, fitness function and
describes the evaluation procedure. Section 3.3 describes the proposed GP
method in a wrapper approach to feature selection and construction in
detail. Section 3.4 describes the experiments performed, GP parameters
and benchmark methods for comparison. Section 3.5 presents the results.
Section 3.6 provides detailed analysis by examining the GP selected and
constructed features, computation time and evolutionary processes. Sec-
tion 3.7 concludes the chapter with the achievements of the two methods,
and their potential limitations.

3.2 The proposed embedded two-stage GP ap-

proach

The proposed Two-Stage GP (2SGP-E) method is described in this sec-
tion. The overall structure is depicted in Figures 3.1 and 3.2. First, the
images are converted to feature vectors by using LBP image descriptor as
described in Section 2.1.2 (on page 30). In stage-1, these features then are
fed into GP. GP utilizes its traditional representation where an individual
consists of a single tree. The GP process starts by randomly creating a pre-
defined number of initial solutions via using different combinations of the
elements in the function and terminal sets. Adopting a carefully designed
fitness measure (presented in Section 3.2.1 on page 87), the performance of
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Figure 3.1: The overall process of the two stages in 2SGP-E.

Figure 3.2: The test process of 2SGP-E.

each individual is calculated. GP uses genetic operators such as crossover,
mutation, and elitism to produce new individuals for the next generation
from those of the current generations. Individuals with better fitness val-
ues are more likely to be selected for participating in the next generation
using ramped half-and-half selection. The best evolved individual, the
one with the highest fitness value, represents the best evolved solution to
the problem.

GP, implicitly, performs feature selection during the evolutionary pro-
cess, since not all the features are used as the leaf nodes in the tree of
an evolved GP individual. The leaf nodes, i.e., features, of a GP tree are
the selected features. The task of the evolutionary process at stage-1 is to
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evolve a classifier (GP individual), and the leaf nodes of the best individ-
ual at the end of the evolutionary process will be considered as the selected
features. These selected features usually have high discriminating ability
between classes. In stage-1, after performing GP for multiple runs, i.e., 10,
the features appearing in the best individual (evolved tree) giving high-
est performance on training data are selected. These features are called
GP-selected features.

The selected features which are obtained from stage-1 are used as the
input to stage-2 for feature construction. Here again after the 30 inde-
pendent GP runs, the evolved individual having the highest performance
on the training data is selected. This individual represents a single con-
structed feature that will be used along with the GP-selected features
(computed after stage-1) for classification. To this end, we have the se-
lected features (outcome of stage-1) and a constructed feature (outcome of
stage-2). These GP-selected and GP-constructed features are concatenated
to form the final feature vector, which will be given to the classification
method.

Figure 3.2 shows an example of how an unseen image is classified.
Based on best GP tree (T1) evolved on training data in stage-1, some of
the features are selected (e.g., f3, f17, f32, f47). These feature values are
fed into best GP tree (T2) evolved on training data in stage-2 to get the
GP-constructed feature value for each test image. The GP-selected and
GP-constructed features make the final feature vector to be given to a clas-
sification algorithm such as a decision tree.

In order to deal with feature selection bias and feature construction bias
issues, each image dataset is divided into 10 folds where 9 folds are used
for training and 1 fold for testing, such that only training folds are used
for feature selection and feature construction and the test fold remain un-
seen during the learning process. The method used for feature selection
and feature construction using the training data to evolve selected fea-
tures (outcome of stage-1) and to evolve constructed feature (outcome of
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stage-2) is illustrated in Figure 3.1. For getting the transformed feature
vectors for the test instances, the method illustrated in Figure 3.2 has been
adopted. Hence, the problems of feature selection bias and feature con-
struction bias have been avoided in this work.

3.2.1 Fitness Function

Having (very) different numbers of instances in different classes is com-
monly referred as a class imbalance problem. In this case, the use of the
standard overall classification accuracy, defined as the ratio (Ncorrect

Ntotal
) be-

tween the correctly classified instances Ncorrect and the total number of in-
stancesNtotal, is inappropriate, since it may lead to bias towards the major-
ity class. Alternatively, the balanced classification accuracy has been used
as a good measure for imbalance classification problems [30, 153], since
it gives equal importance to both classes without any bias. Therefore, we
adopted it as the fitness function in this study, which is defined as

fitness =
1

m

m∑
i=1

correcti
totali

(3.1)

where m refers to the total number of classes, correcti refers to the correctly
classified images of class i , and totali refers to the total number of images
of the class i . The fitness value ranges between 0 and 1, where 1 represents
the ideal case.

3.2.2 Terminal Set and Function Set

The terminal set consists of uniform LBP features. Gray-level LBP features
(referred as LBPGray) include a total of 59 features and colour LBP features
(referred as LBPRGB) include 177 features. For computing LBPRGB, a color
image is converted to its red, green and blue channel images and then
LBP features are extracted from each of them. These three color channel
features are concatenated together to make a total of 177 (= 59 LBP features
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Figure 3.3: Step-by-Step procedure to generate the LBPRGB feature vector
from a color image.

× 3 channels) LBPRGB features. This process is illustrated in Figure 3.3.The
value of the ith feature is indicated as Fi. The window size of 3×3 pixels
and a radius of 1 pixel (LBP8,1) is used, which are the fundamental and
widely used settings for extracting LBP features.

The function set consists of four arithmetic operators, two
trigonometric functions and one conditional operator, which are
{add, sub,mul, div, Sin,Cos , if }. The first three arithmetic operators
and the two trigonometric operators have the same arithmetic and
trigonometric meaning. However, division is protected that returns 0
when divided by 0. The if operator takes four inputs and returns the third
if the first is greater than the second; otherwise, it returns the fourth [195].

3.3 The proposed wrapper two-stage GP ap-

proach

This method (2SGP-W) is similar to 2SGP-E in terms of the program rep-
resentation, the terminal set, the function set and the fitness function. It
differs in terms of using a wrapper approach instead of an embedded
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approach in 2SGP-E. In a wrapper approach, the classification algorithm
such as a decision tree not only provides classification result, but also takes
part in feature selection and construction during the evolutionary process,
which greatly helps achieve improved performance. Different from 2SGP-
E which solves only binary classification problem, 2SGP-W can be applied
to multi-class classification as well without changing GP program struc-
ture. The 2SGP-W method starts by converting the image datasets to fea-
ture vectors similar to 2SGP-E. The stage-1 and stage-2 in 2SGP-W is sim-
ilar to 2SGP-E, except that 2SGP-W is a wrapper method where a classifi-
cation method such as decision tree helps to improve feature selection and
classification during whole of the evolutionary process. It is important to
note here that both the stages are implemented as wrapper approaches for
features selection and construction. The main aim of 2SGP-W is to keep
improving the feature subset selection (stage-1) and keep improving the
goodness of the constructed feature (stage-2) during the evolutionary pro-
cess while providing good classification performance by a machine learn-
ing classification algorithm such as a J48.

The 2SGP-W method has the same terminal set, the function set and
the fitness function as the 2SGP-E method.

3.4 Experiment Design

For performing the experiments, 10-fold cross validation is used using ran-
dom stratified sampling. This is because PH2 dataset is very small (200
images) and some classes in Dermofit have very small number of images
(Pyogenic Granuloma with 24 images). The dataset is divided into ten
folds such that nine folds are used for training and one fold for testing. In
our experiments, features are selected and constructed using nine (train-
ing) folds and the last (test) fold remains unseen during this feature selec-
tion and feature construction processes in order to avoid feature selection
and feature construction biases. This process is repeated ten times where
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each fold is used for testing and the results are reported as mean of the
accuracy values. All the folds are randomly selected but are ensured that
the ratio of instances of each class in each fold is the same as in the original
dataset.

For our experiments of detecting melanoma in a binary classification
setup, Melanocytic Nevus / Mole (ML) and Melanoma (MEL) classes in
Dermofit are used to explore a dataset of 407 total images. For multi-class
classification, we have used the 10 classes. In PH2, for the binary classifica-
tion experiments, atypical nevi class and common nevi class are together
considered as one class and denoted as “non-melanoma”, and melanoma
class are denoted as “melanoma”. For the multi-class classification experi-
ments, PH2 has three classes: atypical nevi, common nevi, and melanoma.

In case of 2SGP-E, for stage-1, the number of individual GP runs is
10. Among these 10 evolved trees, the one having highest performance
on the training data is selected and the features appearing in that tree
(GP-selected features) are used as input to stage-2 for feature construc-
tion. Here in stage-2, GP runs for 30 times and evolves trees. Again, the
best performing tree among the 30 evolved trees on the training data is
selected as the constructed feature. The above procedure is repeated 30

times to get 30 sets of selected and constructed features. These are pro-
vided to the classification algorithm to get 30 accuracy values. The results
are reported as the mean and standard deviation of these accuracy values.

Similar to 2SGP-E, 2SGP-W is executed for 10 and 30 times in stage-1
and stage-2, respectively. After stage-1, among the 10 runs, the best tree
with highest performance on the training data is used to create a feature
vector of GP-selected features. Using these GP-selected features, 2SGP-W
is executed 30 times in stage-2. Hence, the results are reported in terms of
mean and standard deviation of these 30 accuracy values.
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Table 3.1: Parameter Settings of the GP method.
Parameter Value Parameter Value

Generations 50 Initial Population Ramped half-and-half
Population Size 1024 Selection type Tournament
Crossover Rate 0.80 Tournament size 7
Mutation Rate 0.19 Tree minimum depth 2
Elitism Rate 0.01 Tree maximum depth 8

3.4.1 GP Parameters

The GP parameters are listed in Table 3.1. For generating the initial pop-
ulation, the “Ramped half-and-half” method is used and the population
size is set to 1024. Tournament selection with size 7 is applied to pick good
individuals for producing new generations while maintaining population
diversity. During the evolutionary process, the ratios for producing new
individuals through crossover, mutation and elitism are 80%, 19% and 1%,
respectively. The depth of the trees ranges between 2 and 8 in order to
avoid code bloating [203]. After reaching a maximum of 50 generations,
the evolutionary process stops unless a perfect individual with accuracy
100% is found. These parameters are specified empirically as they gave
the best training performance amongst other settings in our experiments.

3.4.2 Methods for Classification

To check the performance of the two proposed method (2SGP-E and 2SGP-
W), six classification methods are applied: Naı̈ve Bayes (NB), k-Nearest
Neighbor (k-NN) where k = 5, Support Vector Machines (SVM), Deci-
sion Trees (J48), Random Forest (RF), and Multilayer Perceptron (MLP).
In a study [97] on kernel functions in SVM, it has been shown that non-
linear kernel can achieve similar or better performance than linear kernel.
Hence, a Radial basis Function (RBF) kernel is used instead of the default
linear kernel in WEKA. For MLP, the learning rate, momentum, training
epochs and number of hidden layers are set to 0.1, 0.2, 60, and 20, respec-
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tively. These parameters are specified empirically as they gave the best
performance amongst other settings in our experiments.

3.4.3 Implementation

The implementations of all the non-GP methods are taken from the most
commonly used Waikato Environment for Knowledge Analysis (WEKA)
software [85] version 3.8. The implementation of GP method is done us-
ing the Evolutionary Computing Java-based (ECJ) package [114] package
version 23.

3.5 Results and Discussions

3.5.1 Overall Results

The results of the two methods for binary classification are presented in
Tables 3.2 and 3.3 using LBPGray and LBPRGB features, respectively. The
results are represented in terms of sensitivity, specificity and balanced ac-
curacy. Vertically, each table comprises of three blocks where first block
corresponds to the results of using All features directly provided to com-
monly used classification algorithms. The second and the third blocks
show the results of the embedded 2SGP-E, and the wrapper 2SGP-W
methods, respectively. Horizontally, these tables consist of 7 columns
where first lists the classification algorithm, second, third and fourth show,
respectively, the test performances in terms of sensitivity, specificity and
balanced accuracy on the PH2 datasets. Similarly, the rest of the columns
show these test performances on Dermofit datasets. The values of the re-
sults provided by deterministic methods using All features is the mean of
applying 10-folds cross validation to the dataset. The proposed 2SGP-E,
and 2SGP-W methods are repeated 30 times, hence we get 30 accuracies
for each classifier which are represented as mean and standard deviation
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(x̄ ± s) in Tables 3.2 and 3.3. The results of multi-class classification are
presented in Table 3.4 for both LBPGray and LBPRGB features.

Table 3.2: Binary Classification Results with LBPGray: The accuracy (%)
on the test set using All features, 2SGP-E, and 2SGP-W (results are repre-
sented in terms of sensitivity, specificity and accuracy showing their mean
and standard deviation (x̄± s)) along with the statistical significance tests.

Algorithm PH2 Dermofit

Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy

A
ll

(No. of features = 59) (No. of features = 59)

NB 60.00 66.38 63.44 ↑ 55.32 65.67 60.39 ↑
SVM 66.50 74.38 70.94 ↑ 53.68 57.84 55.95 ↑
k-NN 65.25 75.63 70.62 ↑ 58.07 62.79 60.99 ↑

J48 58.50 64.50 61.56 ↑ 60.57 64.27 62.93 ↑
RF 59.00 65.13 62.81 ↑ 56.79 58.70 57.03 ↑

MLP 65.50 ± 2.80 69.50 ± 1.54 67.34 ± 2.56 + 25.34 ± 1.76 34.35 ± 2.60 59.16 ± 2.31 +

2S
G

P-
E

(No. of features = 29.26) (No. of features = 32.16)

NB 63.73 ± 6.78 67.25 ± 1.79 65.71 ± 2.46 + 61.25 ± 5.64 65.57 ± 4.98 63.75 ± 2.01 +
SVM 67.25 ± 3.91 73.49 ± 2.35 70.64 ± 2.55 + 52.50 ± 6.92 56.02 ± 5.68 54.23 ± 3.81 +
k-NN 68.50 ± 6.44 66.90 ± 5.14 67.55 ± 1.99 + 60.96 ± 7.96 62.30 ± 3.47 61.15 ± 3.63 +

J48 63.75 ± 9.83 65.03 ± 7.98 64.84 ± 3.55 + 55.27 ± 4.79 57.21 ± 7.80 56.62 ± 3.51 +
RF 64.94 ± 5.68 66.13 ± 3.93 65.97 ± 2.02 + 58.86 ± 5.20 62.40 ± 1.95 60.87 ± 4.33 +

MLP 64.50 ± 6.89 70.75 ± 3.15 67.33 ± 2.29 + 57.43 ± 1.36 61.71 ± 3.81 59.46 ± 5.18 +

2S
G

P-
W

(No. of features = 25.43) (No. of features = 34.73)

NB 77.42 ± 2.14 81.12 ± 1.35 79.22 ± 2.48 67.60 ± 1.24 77.22 ± 1.72 72.32 ± 0.86
SVM 85.83 ± 2.27 89.13 ± 2.25 87.03 ± 3.48 74.18 ± 1.65 78.61 ± 2.11 76.22 ± 0.78
k-NN 78.00 ± 1.68 80.68 ± 1.58 79.53 ± 2.56 65.00 ± 1.39 73.42 ± 2.63 69.67 ± 1.96

J48 79.08 ± 1.04 83.14 ± 2.64 81.87 ± 3.22 68.11 ± 2.84 74.14 ± 2.52 71.61 ± 1.20
RF 88.75 ± 1.67 94.98 ± 1.30 90.62 ± 2.21 73.75 ± 1.78 78.96 ± 1.69 75.83 ± 2.53

MLP 76.94 ± 3.58 82.68 ± 2.46 79.53 ± 1.73 71.58 ± 2.47 77.08 ± 1.46 74.56 ± 1.84

For making a clear comparison between using different methods, the
results are also tested using Wilcoxon signed-rank test and One-sample t-test.
Wilcoxon signed-rank test (with a significance level of 5%) is applied to com-
pare two stochastic methods e.g., 2SGP-W and 2SGP-E. One-sample t-test is
applied to compare a stochastic method (2SGP-W) with the deterministic
methods such as NB, SVM, k-NN, SVM, and RF. The statistical test has
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Table 3.3: Results of Binary Classification with LBPRGB: The accuracy (%)
on the test set using All features, 2SGP-E, and 2SGP-W (results are repre-
sented in terms of sensitivity, specificity and accuracy showing their mean
and standard deviation (x̄± s)) along with the statistical significance tests.
Algorithm PH2 Dermofit

Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy

(No. of features = 177) (No. of features = 177)

A
ll

NB 75.97 77.38 76.25 ↑ 65.17 67.85 66.37 ↑
SVM 72.61 78.07 75.41 ↑ 55.42 53.66 54.77 ↑
k-NN 73.77 75.21 74.02 ↑ 62.24 60.49 61.39 ↑

J48 70.46 76.57 73.13 ↑ 57.77 59.50 58.43 ↑
RF 74.84 76.49 75.94 ↑ 52.71 58.78 55.01 ↑

MLP 75.68 ± 2.95 77.50 ± 3.91 76.06 ± 3.87 + 56.71 ± 0.31 64.78 ± 0.44 60.43 ± 2.81 +

(No. of features = 35.95) (No. of features = 40.34)

2S
G

P-
E

NB 74.08 ± 3.31 78.32 ± 1.33 76.21 ± 1.91 + 59.21 ± 6.78 63.69 ± 0.69 61.27 ± 2.87 +
SVM 73.25 ± 7.20 77.79 ± 0.57 75.77 ± 2.41 + 52.52 ± 5.33 56.14 ± 0.70 54.26 ± 6.56 +
k-NN 72.08 ± 4.59 74.44 ± 0.72 73.31 ± 1.88 + 60.00 ± 5.62 64.54 ± 0.71 62.55 ± 2.75 +

J48 71.67 ± 6.22 73.69 ± 0.63 72.74 ± 2.84 + 58.48 ± 6.58 60.88 ± 0.82 59.33 ± 4.52 +
RF 74.50 ± 3.12 76.57 ± 2.00 75.53 ± 1.72 + 57.72 ± 1.68 59.46 ± 0.00 58.38 ± 3.31 +

MLP 75.88 ± 6.43 79.86 ± 1.47 77.54 ± 1.67 + 60.48 ± 5.33 62.51 ± 0.70 61.37 ± 4.62 +

(No. of features = 36.57) (No. of features = 42.07)

2S
G

P-
W

NB 82.42 ± 1.16 86.12 ± 0.70 84.54 ± 0.16 78.60 ± 0.49 84.22 ± 0.32 81.92 ± 0.58
SVM 86.83 ± 1.27 92.13 ± 0.25 89.84 ± 1.41 81.18 ± 0.60 85.61 ± 0.11 83.17 ± 1.37
k-NN 80.42 ± 0.68 83.38 ± 0.28 81.88 ± 0.64 72.00 ± 0.45 82.42 ± 0.13 77.81 ± 2.64

J48 85.08 ± 0.08 89.14 ± 0.04 87.19 ± 1.32 81.11 ± 0.54 89.14 ± 0.51 85.60 ± 1.78
RF 90.75 ± 0.67 96.98 ± 0.10 93.65 ± 0.83 84.75 ± 0.48 88.96 ± 0.10 86.23 ± 1.59

MLP 78.94 ± 5.98 88.68 ± 0.86 83.13 ± 0.63 75.67 ± 0.00 81.23 ± 0.00 78.38 ± 2.78

been applied on the test results to check which method has better abil-
ity to discriminate between benign and malignant classes. Wilcoxon signed-
rank test, the symbols “+”, “−” and “=” are used to represent significantly
better, significantly worse and not significantly different performance, re-
spectively, of the 2SGP-W compared to 2SGP-E and MLP. For example on
PH2 dataset, in Table 3.3, the test performance of SVM with 2SGP-E is
represented as “75.77 ± 2.41+” where the “+” sign represents that SVM
with 2SGP-W producing 89.84 ± 1.41 average accuracy significantly out-
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performed 2SGP-E. Similarly, on Dermofit dataset, the test performance of
RF with 2SGP-E using All features is represented as “55.01 ↑” where the
“↑” sign represents that RF with 2SGP-W producing 86.23 ± 1.59 average
accuracy significantly outperformed RF with All features.

For sensitivity and specificity, it is more important to get higher sensi-
tivity which represents the total number of correctly classified melanoma,
as compared to specificity which represents the correctly classified benign
lesions. Analyzing the results in terms of sensitivity and specificity, it
has been observed that for PH2, the 2SGP-W method is the most effec-
tive for identifying melanoma images by achieving the highest sensitivity
of 90.75% on average among all the other methods as shown in Table 3.3.
On Dermofit, the 2SGP-W achieved the highest sensitivity of 84.75% on
average using LBPRGB features.

Analyzing the effect of dimensionality reduction in the proposed
2SGP-E method, it has been seen that while using LBPGray features (59
in total) on PH2 dataset as shown in Table 3.2, GP selects only half of the
features (around 28) in its tree having tree depth of 8. Here, the number
of features is 28.26 computed as average number of features appeared in
30 evolved GP trees. Adding the one constructed feature to these average
number of 28.26 features make as total of 29.26 features as shown in the
second block of Table 3.2. In case of LBPRGB, the reduction in number of
features is significant (from 177 to around 35). A similar trend in dimen-
sionality reduction has been observed in 2SGP-W evolved programs. Us-
ing LBPGray and LBPRGB features, the average number of selected features
are 24.43 and 35.57 reduced from a total of 59 and 177 features, respectively.
Similarly on Dermofit dataset, the effect of dimensionality reduction can
be clearly seen. In 2SGP-E and 2SGP-W methods as shown in Table 3.2,
the number of LBPGray features are reduced from 59 to 31.16 and 33.73,
respectively. Similarly, a total of 177 LBPRGB features are reduced to 39.34

and 41.07 in 2SGP-E and 2SGP-W methods as shown in Table 3.3. In the
multi-class classification task, a similar trend in dimensionality reduction
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has been shown by 2SGP-E and 2SGP-W methods, while achieving better
classification performance than using all set of features.

In 2SGP-E, most of the classification algorithms have achieved ei-
ther better or similar performance compared to other classification algo-
rithms using All features. In 2SGP-W, all the classification algorithms have
achieved better performance compared to 2SGP-E and the non-GP classifi-
cation algorithms. This shows that GP with its feature selection ability, has
pushed most of the classification algorithms to achieve good performance
even with reduced number of features. Moreover, the feature constructed
by GP-selected features are more powerful in creating good training mod-
els as compared to feature constructed by the full set of features. 2SGP-E
and 2SGP-W allow GP to perform both feature selection and feature con-
struction during each stage, which helps improve the performance.

Table 3.4 shows that 2SGP-W is effective in providing much better re-
sults compared to the non-GP classification algorithms using All set of fea-
tures. Among the two datasets, 2SGP-W provides good results on the PH2

dataset with 200 images (relatively easy task). However, for the difficult
task of distinguishing between ten types of skin cancers in the full Der-
mofit dataset with 1300 images, the performance is not very good. Here,
RF achieved the highest test performance using LBPRGB features produc-
ing 69.62% average accuracy. The result of applying the statistical test
shows that 2SGP-W (with an “↑” sign in Table 3.4) has significantly outper-
formed all the commonly used classification algorithms on both datasets.

Variation in color of malignant melanoma is a major discriminative as-
pect for dermatologists [30] which is validated by the results as well. In
case of the PH2 dataset, comparing the results of gray features and color
features, color features have shown better performance in almost all cases.
According to the overall results on PH2, RF achieved the highest per-
formances, i.e., 93.65% and 86.97% on the unseen images in binary and
multi-class classification, respectively. This binary classification perfor-
mance is comparatively much better than the state-of-the-art method [30]
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Table 3.4: Results of Multi-class Classification: the accuracy (%) on the test
set using all features, and 2SGP-W (results are represented in terms of
mean accuracy and standard deviation (x̄± s)).

Algorithm PH2 Dermofit

(No. of features = 59) (No. of features = 59)

All

LBPGray

NB 51.00 ↑ 24.77 ↑
SVM 57.50 ↑ 38.69 ↑
k-NN 53.50 ↑ 31.62 ↑
J48 47.00 ↑ 22.38 ↑
RF 54.50 ↑ 33.62 ↑
MLP 49.50 ± 4.57 + 40.65 ± 3.21 +

(No. of features = 177) (No. of features = 177)

LBPRGB

NB 55.00 ↑ 25.15 ↑
SVM 60.00 ↑ 42.38 ↑
k-NN 60.00 ↑ 33.08 ↑
J48 47.50 ↑ 27.23 ↑
RF 59.50 ↑ 34.85 ↑
MLP 60.25 ± 2.68 + 44.89 ± 3.54 +

(No. of features = 28.33) (No. of features = 31.52)

2SGP-W

LBPGray

NB 82.87 ± 4.58 + 55.12 ± 3.16 +
SVM 77.34 ± 3.42 + 63.33 ± 3.81 +
k-NN 79.60 ± 2.65 + 48.25 ± 5.36 +
J48 74.02 ± 1.04 + 58.50 ± 2.64 +
RF 83.78 ± 2.22 + 59.44 ± 5.12 +
MLP 75.46 ± 3.92 + 60.20 ± 4.22 +

(No. of features = 34.68) (No. of features = 44.26)

LBPRGB

NB 82.33 ± 1.46 53.27 ± 2.87
SVM 80.44 ± 2.80 49.33 ± 5.56
k-NN 81.36 ± 1.25 51.22 ± 4.75
J48 84.02 ± 2.45 56.71 ± 3.52
RF 86.97 ± 2.02 69.62 ± 4.62
MLP 79.68 ± 3.70 62.30 ± 3.31

which produced 84.30% balanced accuracy on the same dataset using the
same fitness measure. Moreover, this state-of-the-art method employs pre-
processing and manual segmentation, which generally requires human ex-
pertise [30].
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3.6 Further Analysis

3.6.1 Overall Analysis

To explore the effectiveness of employing two stages instead of following
the traditional approach of employing one stage, we have further ana-
lyzed the evolutionary process of stage-1 and stage-2 as depicted in Figs
3.4 to 3.7. These convergence plots have been taken from the experiments
using LBPRGB features. Though there are 50 generations in both stages
but for comparison purposes, here we have shown stage-1 executed till
100 generations. By doing so, we would like to see the difference in train-
ing performance among the 51st to 100th generations in stage-1 and the 1st

to 50th generations in stage-2. To make this obvious from the graphs, we
have plotted stage-2 from 51 generation onwards on x-axis. It is important
to note here that stage-1 uses all the original features whereas stage-2 uses
only the features selected in 50 generations of stage-1.

From the plots in Figures 3.4 to 3.7, a general GP trend has been ob-
served; in the start of the evolutionary process, GP tries to explore the
search space and makes larger jumps, regardless of whether it has been
provided with all the original features or only the selected features. To
get a clear understanding of how stage-2 is effective, we observe that the
stage-2 (shown by selected features) starts from a higher average accuracy
most of the time as compared to the average accuracy of 51st generation in
stage-1 (shown by original features). For example, in Figure 3.4(a) on the
PH2 dataset with NB as a wrapper classification algorithm, stage-2 starts
at 86.84% average accuracy (shown in red color), whereas stage-1 at its 51st

generation reaches 84.52% average accuracy. This trend is not always true.
In a few cases, stage-2 with selected features starts with a lower average ac-
curacy compared to the stage-1. Such an example is given in Figure 3.4(b)
with SVM as a wrapper classification algorithm. However, whether stage-
2 starts with a lower or a higher average accuracy compared to stage-1, it
always provides better average accuracy at the end of the evolutionary
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(a) NB (b) SVM (c) k-NN

(d) J48 (e) RF (f) MLP

Figure 3.4: Convergence plots for PH2 dataset in binary classification.

(a) NB (b) SVM (c) k-NN

(d) J48 (e) RF (f) MLP

Figure 3.5: Convergence plots for Dermofit dataset in binary classification.



100CHAPTER 3. TWO-STAGE GP FOR FEATURE SELECTION AND CONSTRUCTION

(a) NB (b) SVM (c) k-NN

(d) J48 (e) RF (f) MLP

Figure 3.6: Convergence plots for PH2 dataset in multi-class classification.

(a) NB (b) SVM (c) k-NN

(d) J48 (e) RF (f) MLP

Figure 3.7: Convergence plots for Dermofit dataset in multi-class classifica-
tion.
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cycle. We can clearly see this in Figure 3.4(b), where stage-2 starts with
82.16% average accuracy, cuts the stage-1 line at 85.78%, and keeps im-
proving after that by making larger jumps to end at a better average per-
formance of 93.46% compared to stage-1 ending at 87.95%. Hence, we can
say that the selected features have the potential to push GP make bigger
jumps and help the classification algorithm learn better to achieve good
training performance.

3.6.2 Computation time

The average training time needed for the two methods to execute the two
stages and to test their performances on the unseen data for solving binary
classification task is presented in Figure 3.8. The average training and test
time required by 2SGP-W for multi-class classification task is presented
in Figure 3.9. Clearly, the time required to train a classification algorithm
is affected by the number of images in a dataset, the number of features
used to evolve an individual, and whether a wrapper or an embedded
approach is adopted. Although the 2SGP-W method is more expensive
than 2SGP-E, it does not take more than 18 minutes on average to evolve
a solution.

In Figure 3.8, among the six wrapper binary classification algorithms,
NB is the fastest to train a model. Overall, the highest-performing aver-
age training time of using the 2SGP-W method is given by RF on both
the PH2 and Dermofit datasets, and takes on average, 4.37 and 8.29 hours,
respectively, to differentiate between melanoma and benign images. Sim-
ilarly, having these trained methods at hand, they take only 0.33 and 0.58

milliseconds on average to test an unseen skin image. Therefore, we can
say that our proposed 2SGP-W binary classification method is very effec-
tive and efficient for melanoma detection in real-time clinic situations and
can help dermatologists to decide whether a biopsy is required or not in
diagnosis of skin images.
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(a) Training time

(b) Test time

Figure 3.8: The average computation time for binary classification using
2SGP-E method on the two skin image datasets.

For multi-class classification, Figures 3.8(a) and (b) depict that train-
ing a dataset with ten classes having 1300 instances (the Dermofit dataset)
increases the computation time by many folds as compared to training a
dataset with three classes having 200 instances (the PH2 dataset). Since
multi-class classification methods require more training time as compared
to binary classification methods, this behavior can easily be observed
while comparing Figures 3.8 and 3.9. However, an unseen image can be
tested in fractions of a second using these trained models as shown by the
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(a) Training time

(b) Test time

Figure 3.9: The average computation time for binary classification using
2SGP-W method on the two skin image datasets.

test time depicted in Figure 3.9(b).
Clearly, the wrapper approaches take more time to train a classification

method as compared to embedded approach. Similarly, the bigger dataset
(Dermofit) takes more time as compared to the smaller dataset (PH2), re-
gardless of which approach (wrapper or embedded) is used. Overall, the
2SGP-W approaches for multi-class classification are taking more test time
as compared to the binary classification.
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3.6.3 Example of an Evolved Feature

To see why the GP-selected and constructed features can achieve good per-
formance, we show a good GP tree (Figure 3.10) from the 30 GP runs in
2SGP-E after stage-2 producing 90.63% accuracy on the training set. This
tree is taken from LBPRGB experiments where the total number of features
is 177. In the figure, gray nodes represent functions and white nodes rep-
resent terminals.

Note that for constructing the tree as shown in Figure 3.10, features
selected by a tree in stage-1 are used only and not the whole feature set.
This tree is constructed from ten LBPRGB features appeared in a tree in
stage-1, which are F15, F40, F68, F90, F95, F105, F113, F117, F119, and F154.
The values of these 10 selected features (after stage-1) and the constructed
feature (after stage-2) are plotted in a bar chart shown in Figure 3.11.

For analysis of the selected feature, we take the simple example of fea-
tures F15 and F154. As an example, we take the values of these features
for only two instances from each class. The bar plot shows that the values
of F15 (shown in black) and F154 (shown in green) for the benign instances
(B1 and B2) are high as compared to values for malignant instances (M1
and M2). Hence, by combining these GP-selected features, the constructed
feature divides instances of the two classes into two completely separate
intervals as shown by blue color in Figure 3.11. Therefore, using these
powerful GP-selected-constructed features from the selected features, the
common classification algorithms become able to achieve better discrim-
ination between the benign and malignant classes, resulting in improved
performance.

We further analyze the LBP texture pattern of these two features F15

and F154 to match skin cancer image properties like streaks and blobs. Fig-
ure 3.12(a) shows the extracted 3× 3 window for F15, its transformed LBP
mask and the histogram showing the given pattern added to the malignant
class bin represented asC2. This mask shows that the presence of line ends
in the image, which matches the presence of streaks in malignant images.
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IF

sub sub sub mul

F68 IF F95 F154 F119 F113 sub add

F90 F119 div sub

F15 sub F95 F154

sub F105

F117 F105

F95 F154 sub IF

F68 F15 F40 div IF mul

F15 sub F40 F95 sub sub sub F119

F117 F105 F119 F113 F95 F154 F119 F113

Figure 3.10: A good evolved GP tree in 2SGP-E after stage-2 having 90.63%
accuracy on the training data.

According to the bar chart, this value is less for malignant images and high
for benign images, which helps our method to distinguish between the two
classes effectively. Similarly, Figure 3.12(b) shows the extracted 3× 3 win-
dow for F154, its transformed LBP mask and the histogram showing the
given pattern added to the benign class bin represented as C1. This mask
shows the presence of corners in an image. Its value for the malignant class
is lower as compared to the benign class. This maps to the structure of
the benign and malignant lesions. The benign lesions are often a confined
dense structure having less variation in color, however, malignant lesions
have often sparse structure, spreading over a larger region with no de-
fined boundary and varying color (refer to Figures 1.2 and 1.3 for a visual
illustration).

3.7 Chapter Summary

Motivated by the powerful ability of GP in feature selection and feature
construction, this chapter has described the two GP based methods for
solving the skin cancer binary and multi-class image classification. The
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-40% -20% 0% 20% 40% 60% 80% 100%

B1

B2

M1

M2

F113 F68 F117 F119 F40 F105 F90 F154 F15 F95 CF

Figure 3.11: Bar chart showing the values of different selected features
after stage-1 and the value of constructed feature “CF” after stage-2 in
2SGP-E.

methods aim to achieve feature selection in stage-1 and to achieve feature
selection and construction in stage-2. The GP selected and constructed fea-
tures together have shown powerful ability to help common classification
algorithms achieve better performance as compared to using the full set
of features. These methods constructed new features from the GP selected
features, hence using the feature selection ability of GP twice, resulting
in more powerful constructed features. Using these GP selected and con-
structed features, the classification algorithms have shown to provide ef-
fective solutions for the real-world cancer detection problem. The results
have also shown that color features have more potential to distinguish be-
tween benign and malignant skin lesions as compared to gray features. We
further analyzed the GP selected features and GP constructed features to
get into the insights of skin cancer properties. It has been observed that
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(a)

(b)

Figure 3.12: Feature analysis (a) Malignant, and (b) Benign.

the LBP patterns can be mapped to skin cancer properties, explaining the
contribution of the selected features.

Though these methods have shown good performance, they remain
unable to incorporate various kinds of features such as gray features and
color features, simultaneously in a suitable GP approach. These methods
have used gray features and color features separately and need to execute
GP for multiple times for different features. Therefore, to tackle this prob-
lem, the next chapter will develop a suitable GP approach where multiple
set of features can be utilized simultaneously to include information from
multiple sets of features.

Furthermore, the geometrical shape of skin lesion which includes
asymmetry and border features, is an important distinguishing character-
istics between different types of skin cancers. The next chapter will show
how these domain-specific features can be included in GP and used to help
improve classification performance in melanoma detection.
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Chapter 4

A Multi-tree GP Approach to
Embedded Feature Selection

4.1 Introduction

Several computer-aided diagnostic (CAD) systems [72, 80, 84, 172, 210]
have been developed to help dermatologists in diagnosing benign and ma-
lignant skin lesions. Although the existing CNN methods [72, 84, 210]
have shown very good performance, however as most of them are im-
plemented as a black-box model, hence, are not interpretable. In assisting
a dermatologist, these methods cannot suggest which features are critical
in classifying skin cancer images. With advancements in technology, vari-
ous optical instruments are in use to capture these skin cancer images such
as dermatoscope and standard cameras. Images captured from different
instruments might have different visual properties such as illumination,
scale, and reflection, therefore, which feature extraction methods are suit-
able for which type of images (captured from different instruments) is still
an open question.

Some existing approaches [80, 172] rely on extracting various kinds of
features e.g., texture, color and shape features from skin cancer images
and compared the classification performances of these features using com-

109
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monly used machine learning classification algorithms. These methods re-
main unable to design a way of using all these different types of features
simultaneously, in order to get increased performance.

Skin cancer image classification is a complex task which requires
enough informative features in order to achieve good classification per-
formance. Hence, using only a single type of features such as texture fea-
tures, may not provide sufficient information to discriminate between dif-
ferent classes of skin images. Hence, there is a need to employ various
kinds of texture and color as well as local and global features to mimic
the clinical properties such as asymmetry, border, color and diameter size.
Developing a classification method for skin images to incorporate various
kinds of features is not a trivial task because concatenating different types
of features together in a single feature vector has shown poor classifica-
tion performance. Therefore, there is a need of a new melanoma detection
method, which not only incorporate various types of features, but is also
capable of evolving a classification model based on selecting prominent
features efficiently and effectively.

GP can evolve an individual having more than one tree to solve a par-
ticular problem, which is termed as multi-tree GP (MTGP)[150]. In the lit-
erature, MTGP has been explored for multi-class classification where each
tree in an individual represents a classifier for a particular class [135]. To
efficiently discover a set of patterns necessary for self-assembling swarm
robots, a MTGP method is proposed which evolves patterns which are
then incorporated into the corresponding robot modules [106]. Recently,
it has been employed for constructing new redundant features for super-
vised and unsupervised problems [111]. MTGP has been used for auto-
matically evolving image descriptors for multi-class texture image clas-
sification tasks [18]. Multi-tree approaches on non-image classification
datasets have been studied in the literature [106, 111, 135], however they
have not been investigated for complex image classification tasks where
different kinds of features (based on local and global information as well
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as color and texture information) are necessary to be incorporated in the
evolved solution. MTGP can be used to effectively employ different kinds
of features simultaneously for handling specifically the complex skin can-
cer image classification tasks.

Selecting a suitable fitness function for the proposed MTGP method is
important for effective algorithm design. In this chapter, each tree in a
MTGP individual is considered as a binary classifier. We have explored
two situations; 1) all the trees are considered equally important and im-
prove themselves during the evolutionary process, and 2) more weight is
provided to highest performing tree as compared to rest of the trees during
the evolutionary process.

4.1.1 Chapter Objectives

This chapter develops a new multi-tree GP method for melanoma detec-
tion. Different from most existing methods, the proposed method aims at
evolving a GP individual based on different types of texture, color, border
shape and geometrical information features for skin cancer images taken
from different optical instruments (specialized dermatosocope and stan-
dard camera), as compared to evolving models using only one type of
feature. This chapter aims to address the following research objectives:

• Design a new MTGP based embedded feature selection method ca-
pable of handling different types of features.

• Compare the classification performances of proposed multi-tree GP
approach and the traditional single-tree GP approaches across differ-
ent skin image datasets.

• Compare the proposed GP method with the other commonly used
non-GP classification algorithms.

• Identify whether all type of features are contributing equally to clas-
sification performance or a specific type of feature has more distin-
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guishing ability for an image dataset captured from a specific instru-
ment.

• Further analyze the effectiveness of the proposed MTGP framework
by developing a new weighted fitness function considering the im-
portance of specific type of features.

4.1.2 Chapter Organization

The rest of the chapter is organized as follows. Section 4.2 describes the
feature extraction methods for extracting different types of features to be
used in the proposed method. Section 4.3 presents the proposed embed-
ded multi-tree GP method, its representation, the terminal set, the function
set, crossover and mutation operators, and the fitness function. Section
4.4 describes the experiments performed, GP parameters and benchmark
methods for comparison. Section 4.5 presents the experimental results and
discusses how well they address the chapter goals. Section 4.6 provides
detailed analysis by extending the proposed method with a new weighted
fitness function. Section 4.7 concludes the chapter with the achievements
of the method, and its possible limitations.

4.2 Feature Extraction

4.2.1 Local Binary Patterns (LBP)

LBP is used in this chapter to extract two types of texture features from
gray and color skin images, respectively. To extract texture features from
gray images, LBP is applied to the entire skin image to get a total of 59
features. To get color information from skin images, LBP features are ex-
tracted from red, green and blue channel images. Feature vectors from
these three color channels are concatenated together to form a single fea-
ture vector with a total of 177 (= 59 LBP features × 3 channels) features.
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LBP is described in detail in Section 2.1.2 on page 30.

4.2.2 Lesion Color Variation

Color is an important characteristics often used by dermatologists to clas-
sify skin lesions as a significant component of ABCD-rule [193] and 7-point
checklist method [24]. Melanoma skin lesions are characterized by varia-
tion in color across the lesion area. This color variation induces high vari-
ance in the RGB color space. Therefore, features extracted from RGB color
channels may have high discriminating ability between classes. To incor-
porate such global color features, the pixels in the segmented skin lesion of
red, green and blue color channels are used. There are a total of 12 lesion
color variation features extracted as follows.

The mean (µ) and variance (σ) of each channel is calculated and repre-
sented as µR, µG, µB and σR, σG, σB. To capture complex non-uniform
color distributions within the skin lesion region, mean ratios of the mean
values is calculated, i.e., µR

µG
, µR
µB

, µG
µB

. Variations in color of the skin lesion
with respect to the surrounding skin is also considered to show how much
the lesion has grown compared to the normal skin of that specimen. These
features are calculated as µR

µR
, µG
µG

, µB
µB

, where µ represents the mean value of
surrounding/normal skin region. These features are adopted from [172].

4.2.3 Geometry-based Features

Border information and geometrical properties of the shape of a lesion pro-
vide significant diagnostic information for detecting melanoma. Accord-
ing to the ABCD-rule of dermoscopy [193], asymmetry is given the highest
score among its four characteristics; asymmetry, border irregularity, color,
and diameter. A number of studies have been carried out on quantifying
asymmetry in skin lesions [59, 140, 192]. Here, we used some standard
geometry features (area, perimeter, greatest diameter, circularity index, ir-
regularity index A, irregularity index B, and asymmetry index) adopted
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Table 4.1: Geometrical border shape features.
Name Description

Area (A) Number of pixels of the lesion.
Perimeter (P) Number of pixels along the detected boundary.
Greatest Diameter (GD) The length of the line which connects the two farthest boundary points

and passes across the lesion centroid c, which is given by (xc, yc) =(∑n
i=1 xi

n
,
∑n

i=1 yi
n

)
where n shows number of pixels inside the lesion,

and (xi , yi) are the coordinates of the ith lesion pixel.
Shortest Diameter (SD) The length of the line which connects the two nearest boundary points

and passes across the lesion centroid.
Circularity Index (CRC) It explains the shape uniformity expressed as CRC = 4πA/P2

Irregularity Index A (IrA) IrA = P/A
Irregularity Iindex B (IrB) IrB = P/GD
Irregularity Index C (IrC) IrC = P ×

(
(1/SD) - (1/GD)

)
Irregularity Index D (IrD) IrD = GD - SD
Major and Minor These indices are defined as the area difference between the two halves
Asymmetry Indices of the lesion, taken the principal axes as the major

symmetry axis, and its 90◦ rotation as the minor axes of the symmetry.
Asymmetry Index (AI) Having known major and minor symmetry axes, the lesion is folded

along the axes and the differences between the two halves of the lesion
are calculated by applying XOR operation on the binary segmentation
plane. The asymmetry index is measured by AI = (AD/A)×100 where
AD denotes the difference between the two halves.

from [117] complemented by others (shortest diameter, irregularity index
C, and irregularity index D) adopted from [80]. To extract these features,
we used the segmentation masks provided along with the datasets to get
the lesion region. These features are extracted from only the lesion region,
and not the entire image. Figure 4.1 shows a sample dermoscopy image,
and the process of acquiring its major symmetry axis and calculating the
major asymmetry index. Images within each dataset in this study have
fairly similar spatial resolution; thus, there has been no scale issue for fea-
tures such as area and perimeter. We extracted a set of 11 geometry-based
features (described in Table 4.1) from each skin lesion image.



4.3. THE PROPOSED METHOD 115

Figure 4.1: Calculating the major symmetry index: (a) major symmetry
axis, (b) upper half, (c) lower half, (d) folded upper half, and (e) difference.

Training Set

Test Set

Feature Extraction

GP

Evolved Model

Classication
Performance
(Accuracy)

Image Dataset Feature vectors

Figure 4.2: The overall algorithm.

4.3 The Proposed Method

The proposed method for melanoma detection from skin cancer images is
described in this section. The overall structure of the proposed multi-tree
GP based embedded feature selection approach (EGP-4) is presented in
Figure 4.2.
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Figure 4.3: An EGP-4 individual with different types of features at termi-
nals of each tree.

4.3.1 Representation

The images are first converted to feature vectors by employing the four
feature extraction methods described in Section 4.2. These four types of
features (LBPgray, LBPRGB, Lesioncolor, and Lesionshape) are fed into multi-
tree GP method. Example of an individual in the proposed method is
shown in Figure 4.3. During the evolutionary process, the proposed
method is designed such that each tree can select from only one type of
features. In other words, our multi-tree GP method evolves an individual
(model) which consists of four trees; one is evolved using LBPgray features,
second using LBPRGB features, third using Lesioncolor features and fourth
using Lesionshape features as shown in Figure 4.3.

4.3.2 Terminal Set and function Set

The terminal set consists of four types of features, extracted from the four
different feature extraction methods.

1. LBPGray: A total of 59 LBP features are extracted from gray-level skin
cancer images.

2. LBPRGB: From each color channel (red, green, blue), 59 LBP features
are extracted. These features are concatenated to make a total of 177

(= 59 LBP features × 3 channels) LBPRGB features.

3. LesionColor: Color variation inside the lesion area, and between the
lesion area and skin is calculated by a total of 12 LesionColor features
adopted from [172].
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4. LesionShape: The geometrical properties and border information of
the lesion region are included in our method by extracting 11

LesionShape features adopted from [80, 117].

The value of the ith feature for the above four feature types is indicated
asGi,Ri, Ci, and Si, respectively, as shown by the GP individual in Figure
4.5.

The function set consists of the most commonly used seven operators;
four arithmetic {+,−,×, /}, two trigonometric {sin, cos}, and one condi-
tional {if } operator. Among the arithmetic operators, the first three opera-
tors have the same arithmetic meaning, however, division is protected that
returns zero when divided by zero. The if operator takes four inputs and
returns the third input if the first input is greater than the second input;
else, it returns the fourth input.

4.3.3 Crossover and Mutation

To meet the objective of having only one type of features in a single GP
tree, genetic operators, such as crossover and mutation, are designed ac-
cordingly, which is called same-index-crossover/mutation [111]. The step-
by-step process is given in Algorithms 1 and 2. This crossover/mutation
guarantees that the GP individual evolved at the end of the evolutionary
process, consists of four trees where each tree evolves from a single type
of features. For example, in case of crossover having two parents, the tree
generated using LBPRGB features in the first parent can only crossover
with the tree generated using the LBPRGB features in the second parent,
and it is ensured that it cannot crossover with a tree built using LesionShape,
LBPGray or LesionColor features as described in Algorithm 1. Similarly, for
example, in case of mutation having one parent, a newly created tree gen-
erated using LesionColor features can only mutate with a previously gener-
ated tree in parent from LesionColor features as described in Algorithm 2. A
graphical illustration of this crossover/mutation is shown in Figure 4.4.



118CHAPTER 4. A MULTI-TREE GP APPROACH TO EMBEDDED FEATURE SELECTION

Algorithm 1 Same-Index Crossover
1: function CROSSOVER(P1,P2) . Two GP Individuals (parents),

each having n trees

2: for i = 1 to n do
3: XOVER(P1

i ,P
2
i ) . Crossover between trees having same

4: . type of features as terminals

5: end for
6: return C1,C2 . The two children obtained after XOVER

7: end function

Algorithm 2 Same-Index Mutation
1: function MUTATION(P1) . One GP Individual (parent)

having n trees

2: for i = 1 to n do
3: P1 ← init(Ti) . Generate a new tree with

4: a single type of features

5: MUTATE(Pi,P1
) . Mutate the tree from parent

6: individual with the new generated tree,

7: both having the same type of features

8: end for
9: return C1 . One child obtained after MUTATE

10: end function

The traditional GP evolves one tree in its individual, hence, for the
crossover operation, one node from the tree is randomly picked. The com-
putational complexity of crossover in the traditional GP approach is θ(n),
where n denotes the number of trees. In this work, since a GP individual
has four trees, the computational complexity of the same-index crossover
(Algorithm 1) will be four times as the traditional GP, i.e., θ(4). Similarly,
the computational complexity of the same-index mutation (Algorithm 2)
will be four times more than the traditional GP with one tree.
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Figure 4.4: The proposed same-index-crossover operator.

4.3.4 Fitness Function

For evaluating each individual in the proposed multi-tree GP approach,
we have used a fitness function based on average of the classification ac-
curacy of all the trees in one GP individual. The fitness is defined as

fitness =
1

m

m∑
i=1

accuracy(Ti) (4.1)

accuracy(x ) =
1

2

(
TPx

TPx + FNx

+
TNx

TNx + FPx

)
(4.2)

where m shows the number of trees and Ti shows the ith tree in a GP indi-
vidual and accuracy is the balanced accuracy among the two classes given
by Equation (4.2). TP refers to true positive, TN refers to true negative,
FP refers to false positive, and FN refers to false negative.

Using this fitness function, we allow all the four trees to improve them-
selves during the evolutionary process, rather maximizing the accuracy of
only one tree. When there is a class imbalance problem (different number
of instances in different classes), it is more appropriate to use balanced ac-
curacy rather than standard overall accuracy, defined as the ratio between
correctly classified instances and total number of instances.

After evolving a GP individual on the training data, we know the dif-
ferent accuracies produced by different tree in that GP individual. Among
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these trees, we take the highest performing tree on the training set and
test it on the test (unseen) data. Since the tree providing the best results
on training data, we expect it will perform better on the test data as well
compared to the other trees.

4.4 Experiment Design

For carrying out the experiments, each dataset is split by 10-fold cross val-
idation. The division of instances among the folds is random but it is en-
sured that the ratio of instances of each class in each fold is the same as
in the original dataset. The number of individual GP runs is 30 and the
results are reported in terms of the mean and standard deviation of the fit-
ness values. For evolving an individual having four trees on the training
data (9 folds), the fitness given in Equation (4.2) is used which computes
the average of the accuracies of the four trees. This evolved model is then
tested on the test data (1 fold) using only a single-tree having the highest
accuracy on the training data. This procedure is repeated 10 times to get
the result for 10-fold cross validation. Hence for 30 GP runs, the above pro-
cedure is repeated 30 times to get 30 fitness values each for training and
test sets. In one set of experiments, the random seeds for each of the 30

runs are all different.

4.4.1 GP Parameters

The parameter settings of our proposed multi-tree GP method are listed in
Table 4.2. The initial population is generated by “Ramped half-and-half”
method and the population size is set to 1024. Tournament selection with
size 7 is used to select good individuals for producing new generations
while maintaining population diversity. During the evolutionary process,
new individuals are produced through crossover, mutation and elitism
with percentages of 0.80, 0.19 and 0.01, respectively. The depth of the trees
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Table 4.2: Parameter Settings of the GP method.
Parameter Value Parameter Value

Generations 50 Initial Population Ramped half-and-half
Population Size 1024 Selection type Tournament
Crossover Rate 0.80 Tournament size 7
Mutation Rate 0.19 Tree minimum depth 2
Elitism 0.01 Tree maximum depth 6

ranges between 2 and 6. The evolutionary process keeps evolving until
a maximum of 50 generations is reached or it stops unless an individual
with accuracy 100% is found.

4.4.2 Benchmark Methods for Comparison

To check the performance of our proposed multi-tree GP method on the
test set, six classification methods are used: Naı̈ve Bayes (NB), k-Nearest
Neighbor (k-NN) where k = 5, Support Vector Machines (SVM), Decision
Trees (J48), Random Forest (RF), and Multilayer Perceptron (MLP).

We have also compared the performance of EGP-4 with the single-tree
GP methods. We provide a single set of features e.g., LesionColor features
to the traditional GP with one evolved tree in an individual. Here, we
will investigate whether a single set of features can effectively distinguish
between malignant and benign lesions or remain unable to do so.

4.4.3 Implementation

The implementation of our multi-tree GP method is done using the Evo-
lutionary Computing Java-based (ECJ) package version 23 [114]. The im-
plementations of all the non-GP methods are taken from the most com-
monly used Waikato Environment for Knowledge Analysis (WEKA) soft-
ware [85] version 3.8.
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4.5 Results and Discussions

This section presents the overall results of the proposed EGP-5 method
for the binary classification task of melanoma detection. It also includes
analysis of an evolved GP individual with four trees.

4.5.1 Overall Results

The results of the experiments are presented in Table 4.3. Vertically, the
table consists of three blocks where the first gives the results of the pro-
posed multi-tree GP method (EGP-4), the second shows the results of the
other non-GP based classification methods, and the third shows the results
of the single-tree GP methods each using one type of features. Horizon-
tally, the table consists of five columns where the first lists the classifica-
tion algorithm, the second and the third show respectively the training
and the test performances for the PH2 dataset, and the fourth and the fifth
show these performances for the Dermofit dataset. The values of these
results are represented as the mean and standard deviation of applying
10-fold cross validation to the datasets. For all the GP methods (multi-tree
and single-tree), the training and test processes are repeated 30 times (as
shown in Figure 4.2), hence we get 30 accuracies for each method which
are represented as mean and standard deviation (x̄± s) in Table 4.3.

For making a clear comparison between the proposed method and the
other non-GP classification algorithms, and single-tree GP methods, the
results are also investigated using Wilcoxon signed-rank test with a signif-
icance level of 5% and one-sample t-test. These statistical test has been
applied on the test results to check which classification method has bet-
ter ability to discriminate between benign and malignant classes. For
Wilcoxon signed-rank test, the symbols “+”, “−” and “=” are used to repre-
sent significantly better, significantly worse and not significantly different
performance, respectively, of the proposed EGP-4 method in comparison
with the stochastic single-tree GP classification methods. For one-sample
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Table 4.3: Comparison between the proposed EGP-4 method, the non-GP
and the single-tree GP classification methods: The accuracy (%) on the
training and test set of both datasets (results are represented in terms of
mean accuracy and standard deviation (x̄± s)).

PH2 Dermofit

training test training test

EGP-4 79.69 ± 1.35 78.87 ± 2.92 75.63 ± 0.99 74.57 ± 1.86

Non-GP Classification Methods
NB 93.85 77.81 ↑ 86.42 72.26 ↑
SVM 89.62 70.00 ↑ 95.16 70.02 ↑
k-NN 100.0 74.52 ↑ 100.0 72.08 ↑
J48 97.05 71.25 ↑ 97.09 73.98 ↑
RF 100.0 76.56 ↑ 99.93 71.30 ↑
MLP 77.31 ± 3.64 78.09 ± 3.36 + 80.85 ± 2.48 72.77 ± 2.54 +

Single-tree GP Classification Methods
LBPgray 82.84 ± 1.35 65.96 ± 3.96 + 73.41 ± 1.87 59.91 ± 3.57 +
LBPRGB 84.42 ± 1.43 73.87 ± 2.34 + 75.52 ± 1.62 63.26 ± 3.19 +
LesionColor 81.59 ± 2.31 65.70 ± 3.61 + 81.06 ± 1.31 74.13 ± 2.67 +
LesionShape 78.06 ± 1.97 49.89 ± 5.34 + 74.74 ± 2.67 61.74 ± 7.06 +

t-test, the symbols “↑”, and “↓” are used to represent significantly better,
and significantly worse performance, respectively, of the proposed EGP-4
method in comparison with the deterministic non-GP classification meth-
ods. For example, in case of PH2, the test performance of RF is represented
as “76.56” where the “↑” sign represents that EGP-4 has significantly out-
performed the RF classification method. Similarly, in case of PH2, the test
performance of LBPRGB features in single-tree GP methods is represented
as “73.87±2.34” where the “+” sign represents that EGP-4 has significantly
outperformed this single-tree GP classification method.

From the results of the statistical tests, it has been observed that the
proposed EGP-4 method has not only outperformed all the non-GP clas-
sification methods but has also outperformed all the single-tree GP meth-
ods.

Comparing the EGP-4 and single-tree GP methods, we have seen that
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EGP-4 has potential to evolve good classification models that have more
discriminating ability between classes. Moreover, among the two datasets,
different type of features are prominent in playing the role of classifica-
tion. In other words, for PH2, the LBPRGB features have shown highest
performance (73.87 ± 2.34) among the four single-tree GP methods. This
shows that for images captured from specialized instruments (such as in
PH2 dataset), LBPRGB has the most potential to discriminate between “be-
nign” and “malignant” classes. Whereas, for images captured from stan-
dard camera (such as in Dermofit dataset), the LesionColor feature has pro-
duced the best results (74.13±2.67) among the four type of features. Hence,
we can say that for images captured from different instruments, differ-
ent feature extraction methods play a vital role in distinguishing between
classes.

Comparing the two embedded methods: EGP-4 (developed in this
chapter) and the 2SGP-E (developed in chapter 3), we found that the EGP-
4 has outperformed 2SGP-E on both datasets. This is due to the fact that
in addition to domain independent information, domain specific informa-
tion in the form of LesionColor, and LesionShape features helps improve the
performance of EGP-4 method. On the other hand, 2SGP-E method uti-
lizes only domain independent features either LBPGray or LBPRGB. More-
over, designing a suitable way of utilizing different types of feature in an
effective way has helped EGP-4 achieve performance gains.

We have also seen such trend while evolving an individual using our
multi-tree approach. Among all the four trees, on the PH2 dataset, LBPRGB

features gave highest accuracy most of the time and in case of evolving an
individual on the Dermofit dataset, the tree representing LesionColor fea-
tures has the highest accuracy among the four trees. Therefore, we de-
cided to use the highest performing tree to check the performance on the
unseen (test) data which has produced better results as compared to using
average of the accuracies of the four trees on the test data. It is evident
from the results of single-tree GP methods for both datasets that selecting
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an appropriate feature extraction method is important in evolving good
classification models.

The existing approaches to skin cancer image classification using GP
[12, 13] have used single-tree GP methods and employed only a single
dataset (PH2) to test their performance, however, they have produced
good results. Our proposed EGP-4 method has outperformed both the
existing methods in terms of classification performance giving 78.87% av-
erage accuracy as compared to 70.49% and 78.17% average accuracies of
these existing methods on PH2 dataset, respectively.

4.5.2 Analysis of an Evolved Individual

To understand why our proposed method can achieve good performance,
we show a good evolved GP individual (Figure 4.5) with four trees
evolved using the four types of features, namely a) LBPGray, b) LBPRGB,
c) LesionColor, and d) LesionShape, having 80.32% accuracy on the test data.
This individual is taken from the PH2 experiments. In the figure, white
nodes represent functions and colored nodes represent terminals. While
evolving this model on the training data, the individual accuracy val-
ues for LBPGray tree, LBPRGB tree, LesionColor tree, and LesionShape tree
are 77.08%, 76.74%, 70.49% and 65.63%, respectively. As discussed ear-
lier in Section 4.5, for the PH2 dataset LBPRGB features have played the
most prominent role in classification as compared to the other feature
types. This shows that for this dataset, local pixel-based features with
color information can extract good information from images about the
presence/absence of melanoma. Also the two feature types (LesionColor

and LesionShape) which cover the global properties like color variation be-
tween the lesion area and the skin region, and border shape are not as
good as LBP feature types which have the local pixel-based information.

From Figure 4.5(b) in the LBPGray tree, the features G50 and G12 get
selected 3 and 2 times, respectively, whereas the expression G14 − G10
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appears 2 times, which shows that these features have high discriminat-
ing ability. Among a total of 177 LBPRGB features, a tree (Figure 4.5(a))
constructed from only four dominant features (R161, R79, R97, R31) has
shown 77.08% accuracy on the training data. This is the highest perform-
ing tree among the four trees in this individual, hence applied on the test
data and achieved an accuracy of 80.32%. In Lesioncolor tree as shown in
Figure 4.5(c), C6 and C11 (corresponding to µR

µG
and µB

µB
) showing the two

ratios between the mean of 1) the red channel lesion area and the green
channel lesion area, and 2) the blue channel lesion area and the blue chan-
nel skin area, are significant. In Lesionshape tree as shown in Figure 4.5(d),
S2, S5, S7, S8, S9, and S10 are selected which corresponds to the great-
est diameter, irregularity indices A, C and D, minor and major asymmetry
indices, and Asymmetry Index. These border shape features can provide
significant knowledge to the dermatologist in making a diagnosis.

4.5.3 Convergence Plots

The average fitness value per generation of the 30 independent runs (each
having 10 independent runs for the 10 folds in 10−fold cross validation) us-
ing different seed values on the training data of the two datasets is de-
picted in Figure 4.6 for EGP-4. These graphs show that on average the
programs make larger jumps in the first few generations than in the later
generations. This trend has been observed in both datasets. However, in
case of PH2, the improvement in average accuracy is more as compared to
the Dermofit dataset. On PH2, as shown in Fig. 4.6(a), the fitness value
has increased from 62.11% to 73.46% in the first 10 generations compared
to the increase in fitness from 73.46% to 78.22% over the remainder 40 gen-
erations. Similarly on Dermofit as shown in Figure 4.6(b), the highest jump
is made from 60.62% to 68.36% only in the first 10 generations compared
to the increase from 68.37% to 74.50% over the remainder 40 generations.
It can be clearly seen that PH2 made larger jumps in the start of the evolu-
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Figure 4.5: The best evolved GP individual for PH2 dataset having 77.08%,
76.74%, 70.49% and 65.63% accuracy for the four evolved trees on training
data and 80.32% accuracy on the test data.

tionary process as compared to Dermofit (11.35 vs 7.76 average improve-
ment in first 10 generations). The standard deviation bars of these 30 in-
dependent runs show a different behavior where the earlier generations
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(a) PH2 (b) Dermofit

Figure 4.6: Convergence plots for both datasets in EGP-4.

have less variations than the later ones.

4.6 Further Analysis

We have also analyzed the potential of our EGP-4 method by using a
different weighted fitness measure to achieve better classification perfor-
mance. For evaluating each individual in the proposed MTGP approach,
a new weighted fitness function is developed, where the weights are as-
signed based on the classification accuracy of each tree in one GP indi-
vidual. Each tree in an individual also works as a simple classifier that
can classify binary problem: if an instance x has a negative value on the
constructed high-level feature, GP will classify x to “benign” class; other-
wise to “malignant” class. This embedded method with weighted fitness
function is termed as “EGP-4weighted”. The weighted fitness is defined as

fitness =
k∑
i=1

(Wi × accuracy(ti)) (4.3)

Wi =
accuracy(tj)∑k
j=1 accuracy(ti)

(4.4)

where k is the number of trees and ti is the ith tree in a GP individual,
Wi is the weight assigned to the ith tree, and accuracy (·) is the balanced
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accuracy among the two classes given by Equation (4.2).

Using the weighted fitness function, we allow all the trees to be able
to evolve during the evolutionary process and the tree having higher ac-
curacy would contribute more towards the fitness of that individual, via
being allocated a higher weight. When the average accuracy of the trees is
used as a fitness function using Equation (4.2) in the multi-tree representa-
tion in EGP-4, it allows all the trees to grow while giving equal importance
to all the four trees. However, the performance of one tree has no influence
on the performance of other trees. In other words, the interaction between
trees during the evolutionary process was quite limited. Therefore, we de-
signed a new fitness function in this work to evolve GP individuals, where
trees influence each other’s performance and interacts during the evolu-
tionary process. It is important to note here that the interaction between
trees is not in terms of genetic operators (crossover and mutation), but via
the weighted fitness function, which encourages the GP method to search
for an individual with all the four trees having high classification accuracy.

Furthermore, after getting an evolved model on the training data in
EGP-4weighted, each tree in a GP individual often produces a different accu-
racy on the training data. Among these trees, we take the top two highest
performing trees on the training data and use them to classify unseen test
data. This is to use the power of two classification models (two trees) to
increase the confidence of the prediction. Hence, there are four possible
situations: 1) both trees predict an image as benign, 2) both trees predict
an image as malignant, 3) first tree predicts an image as benign whereas
second tree predicts the same image as malignant, and 4) first tree predicts
an image as malignant whereas second tree predicts the same image as be-
nign. For the first two situations, the final prediction is easy to determine
as both trees predicts the same class label. However, when the two trees
have different predictions, we allocate the final prediction as malignant.
This is due to the fact that incorrectly diagnosing a malignant image is too
much worse than not diagnosing it at all. For illustration, if either of the
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trees predicts an image as malignant, there is a possibility that melanoma
might be present in that image and hence, this prompts the medical prac-
titioner to get alert and immediately take further medical procedures.

Using this weighted fitness function, the accuracies obtained on the
PH2 and Dermofit datasets are 81.21 ± 2.23% and 77.14 ± 1.96%, respec-
tively. To highlight the impact of incorporating the new weighted fitness
function into the multi-tree representation on finding better solutions, we
apply the Wilcoxon signed-rank test to compare its performance with the
EGP-4 method without the weights as the fitness measure. We found that
the EGP-4weighted method with the weighted fitness has significantly out-
performed the EGP-4 method with balanced accuracy as fitness measure.

4.6.1 Convergence Plots

(a) PH2 (b) Dermofit

Figure 4.7: Convergence plots on both datasets using the weighted fitness
function in the MTGP approach.

To further analyze the effectiveness of using the weighted fitness func-
tion, we plot convergence graphs of the EGP-4weighted method as shown in
Figure 4.7(a) and (b) on the PH2 and the Dermofit datasets, respectively.
These graphs of EGP-4weighted method show quite similar behavior with
the graphs shown in Figure 4.6 for the EGP-4 method on both datasets.
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However, these graphs start and end at a higher average accuracy com-
pared to the graphs in EGP-4. In case of PH2, the average accuracy after
generation 1 in EGP-4 is 62.11% as shown in Figure 4.6(a), however, it
is 66.68% in EGP-4weighted as shown in Figure 4.7(a). Similarly, in case of
dermofit, the average accuracy after generation 1 in EGP-4 is 60.62% as
shown in Figure 4.6(b), however, it is 66.68% in EGP-4weighted as shown in
Figure 4.7(b). In addition, the highest training accuracies on average on
PH2 dataset achieved by EGP-4 and EGP-4weighted are 78.22% and 82.81%,
respectively. Similarly, the highest training accuracies on average on der-
mofit dataset achieved by EGP-4 and EGP-4weighted are 74.50% and 77.23%,
respectively. The standard deviation bars of these 30 independent runs
show a different behavior where the variation almost remains the same in
the 50 generations.

4.7 Chapter Summary

This chapter has developed a novel embedded feature selection method
for skin cancer image classification using multi-tree GP. The method works
by incorporating four different types of local and global features extracted
from skin cancer images that have information regarding pixel-based
gray-level and RGB characteristics, variation in color across the image
(inside and between the lesion and skin regions) and geometrical border
shape properties. These four type of features are provided to MTGP with
newly designed same-index-crossover/mutation such that during the evolu-
tionary process, same type of features undergo crossover/mutation in or-
der to avoid mixing of different features in one tree. The proposed EGP-4
method has outperformed all the most commonly used classification al-
gorithms and all the single-tree GP methods showing evidence of power-
ful discriminating ability between “malignant” and “benign” skin lesions.
We have also found an interesting behavior for selecting suitable feature
extraction method for particular type of images captured from a specific
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instrument. The local pixel-based features have more potential for classi-
fying dermoscopy images, however, global color variation and geometri-
cal shape features provide good discriminating ability between classes for
skin cancer images captured from standard camera.

The proposed method has also been extended by developing a new
weighted fitness function. This weighted fitness function allowed inter-
action between the trees in a single MTGP individual during the evo-
lutionary process, which was not found in the EGP-4 method without
the weights as the fitness measure. Using the weighted fitness function,
the new MTGP method achieved significantly better accuracies on both
datasets than the fitness function without the weights.

Though these methods have provided very good results for the com-
plex task of melanoma detection, the binary classification case was only
considered in this chapter. Motivated by the promising results, extending
the method for multi-class classification will be investigated in the next
chapter. Moreover, these methods relied on using only the implicit fea-
ture selection ability of GP and did not explore feature construction which
can also help improve the classification performance. As we have seen in
Chapter 3 that new high-level features constructed from the selected fea-
tures help improve the classification performance, we will explore feature
construction using a MTGP approach in the next chapter.



Chapter 5

Multi-tree GP for Wrapper based
Feature Construction

5.1 Introduction

GP has implicit feature selection ability to automatically select important
features as its terminals. Feature selection only selects the prominent fea-
tures and cannot improve the quality of the original features by generat-
ing new features. Feature construction can be utilized to generate new
informative features from the original set of features. The evolved GP
tree(s) can be considered as a new constructed feature(s). Since GP keeps
improving the fitness of these new constructed features (CFs) during the
evolutionary cycle by measuring their goodness against a fitness function,
the evolved CFs most probably have high discriminating ability between
classes, which can greatly help in achieving good classification perfor-
mance [197, 198].

In the previous chapter, an embedded feature selection method using
multi-tree GP has been developed which performs feature selection as part
of the model construction process. In order to generate new high level fea-
tures, a wrapper feature construction method can be utilized which uses a
predictive model to score feature subsets which are used to train a classi-

133
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fication model such as a decision tree. To evolve multiple trees in a single
GP individual, the multi-tree GP (MTGP) representation is used as dis-
cussed in Chapter 4. Each tree in a MTGP individual can be considered
as a new constructed feature. The method proposed in Chapter 4 consid-
ers each tree as a classifier, however, each tree can also be considered as
a constructed feature. Without changing the design of the MTGP individ-
ual, using a wrapper method can generate new informative features. The
wrapper feature construction method can be utilized to solve both the bi-
nary and multi-class classification tasks without the need of changing the
algorithm design.

Since, we are interested to encompass the different local, global, tex-
ture, and color image properties of the skin lesion images, we have em-
ployed MTGP to effectively evolve multiple trees (constructed features)
each based on a specific property, e.g., one tree for gray-scale features, one
for pixel-based color features, and another for border shape features. On
the other hand, in a MTGP approach evolving multiple trees based on all
different type of features may not result in meaningful constructed fea-
tures. This is because the interactions between different kinds of features
may ruin effectiveness of each feature type. Moreover, the number of re-
dundant features increases when combining together all the sets of fea-
tures which may hinder in evolving good constructed features. Similarly,
evolving these CFs individually in a single-tree GP approach (such as in
Chapter 3) will use only one specific property of skin images (e.g. based on
either local features or global features) and, hence, may not provide suf-
ficient information necessary for classification. Moreover, using all these
different features together to evolve a single-tree GP-constructed feature
has resulted in poor performance in our preliminary experiments. There-
fore, MTGP is suitable where different image properties (local, global, tex-
ture, and color information) encompassed in different sets of features are
necessary to have sufficient informative features in terminal set.

Since wavelet features extracted from skin images encompass detailed
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internal structure and global border shape characteristics, this chapter de-
velops a method to construct new high-level features using three-level
pyramid structured wavelet decomposition as well as using the four types
of features used in Chapter 4.

Therefore, accounting all the important factors discussed above, we be-
come interested in developing methods for real-world skin image classifi-
cation by designing MTGP approaches, with multiple constructed features
each of which evolves using a particular set of features.

5.1.1 Chapter Objectives

Unlike existing approaches, this chapter develops two feature construc-
tion methods where one method constructs four features in a wrapper
based feature construction approach (WGP-4) using the four types of fea-
tures as described in Chapter 4 (on page 112), and the second method
(WGP-5) constructs five features by adding a new set of wavelet features
to the first method. The CFs are provided to a machine learning classifi-
cation algorithm (such as k−nearest neighbor or decision trees) for classi-
fication. This feature construction ability of the MTGP methods generate
knowledge-guided features which help the classification algorithm to pro-
duce good results. These methods aim at automatically generating new
features from a variety of local and global features to discriminate images
of different classes. The following objectives will be explored in this chap-
ter:

• Developing two new multi-tree based GP methods both with a wrap-
per feature construction approach with different types of features for
binary and multi-class skin image classification problems.

• Assessing the performance of the proposed classification methods
quantitatively and comparing it to six commonly used classification
algorithms and twelve single-tree GP methods.
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• Investigating the efficiency of the proposed methods in terms of an-
alyzing computation time to train the proposed method and to test
its performance on the test images.

• Analyzing the interpretability of the constructed features from WGP-
4 and WGP-5.

• Investigating the different types of prominent features for the diag-
nosis of skin images based on the frequency of appearance in CFs
.

5.1.2 Chapter Organization

The rest of the chapter is organized as follows. Section 5.2 describes
the feature extraction methods used in this chapter. Section 5.3 presents
the proposed multi-tree GP wrapper based feature construction methods,
their representation, the terminal sets, the function sets, crossover and mu-
tation operators, and the fitness functions. Section 5.4 describes the exper-
iments performed, GP parameters and benchmark methods for compari-
son. Section 5.5 presents the results and discusses how well they address
the chapter objectives. Section 5.6 provides detailed analysis in terms of
evolved CFs, computation time and frequency of features appearing in
the CFs. Section 5.7 concludes the chapter with the achievements of the
method, and its possible limitations.

5.2 Feature Extraction

In this chapter, we capture texture information from images using three-
level pyramid-structured wavelet decomposition [54], local information
using LBP image descriptor [145], global information using lesion color
variation [172], and border shape features [80, 117]. The details of these
methods are presented in Section 2.1.2 on page 30, Section 4.2.2 on page
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113, and Section 4.2.3 on page 113, respectively. These different types of
features are incorporated to: 1) provide necessary discriminative informa-
tion to GP for effective feature construction, 2) analyze which type of fea-
tures are more prominent to classify which type of images (dermoscopy
and standard camera).

5.2.1 Wavelet-based Features

The visual characteristics of a skin lesion, which formulates the basis of
clinical diagnosis (e.g. the asymmetry, border, color and diameter (ABCD)
rule of dermoscopy), can be represented through texture analysis [80]. The
pyramid-structured wavelet analysis [54] provides internal structure and
detailed texture characteristics (local features), as well as overall proper-
ties (global features) of the skin lesion. Three-level pyramid-structured
wavelet decomposition is used to extract the frequency-based features
from four color channels; luminance, red, green, and blue. The luminance
color channel is calculated as:

luminance = (0.3×R) + (0.59×G) + (0.11×B) (5.1)

whereR,G andB are, respectively, the red, green, and blue color channels.
Eight statistical measures and ratios are extracted from the wavelet co-

efficients. These measures are mathematically represented in Table 5.1
where i is an index of wavelet tree nodes (n), Xi is a Ji×Ki matrix of the ith

node, X ′i is its transpose, xjk is the jkth element, and eig(Xi) are the eigen-
values. J and K are dimensions (resolution) of the matrices (images) over
which wavelet decomposition is applied. These statistical measures are
extracted first from the original image and are further divided by a factor
of two at each decomposition level as shown in Figure 5.1.

Figure 5.1(a) shows a skin lesion image and Fig, 5.1(b) shows its
pyramid-structured wavelet decomposition. Unlike [80], three-level
pyramid-structured wavelet decomposition extracted from four color
channels has been reported for the first time in this work. Figure 5.2
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Table 5.1: Statistical measures applied to the wavelet coefficients [80].
Measure Formula Measure Formula

Energy Eni =

∑J
j=1

∑K
k=1 x2

jk

J×K
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∑J
j=1

∑K
k=1

(
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Std(ni)

)4

J×K

Mean Mni =
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k=1 xjk
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Norm Nni = max

(√
eig(Xi ×X

′
i )
)

Standard deviation Stdni =

√∑J
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∑K
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(xjk−Mni
)2

J×K
Entropy Hni =
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(
x2
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)
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Average Energy AvgEni
=

∑J
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∑K
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∑J
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(
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)3
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(a) (b)

Figure 5.1: A skin image, shown in (a), with a three-level pyramid-
structured wavelet decomposition, shown in (b).

displays a symbolic representation of wavelet tree where ovals represent
nodes. There are 13 nodes in the wavelet tree (1 parent node which is
the original image, and 4 nodes in each of the three subsequent levels
(4× 3 = 12)). The eight measures computed on each tree node yield a total
of 8× 13 features, for each color channel. Hence, there are a total of 416 (=
8 measures × 13 nodes × 4 color channels) wavelet features extracted.

5.3 The Proposed Methods

This section provides a detailed description of the proposed MTGP wrap-
per methods: 1) MTGP in a wrapper feature construction approach using
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Figure 5.2: A schematic three-level wavelet tree with nodes in oval.

four sets of features (WGP-4), and 2) MTGP in a wrapper feature con-
struction approach using five sets of features (WGP-5). The detail starts
by presenting an overview of the algorithm to evolve a GP individual in
order to highlight the key components of the proposed methods, and how
the constructed features from the evolved individuals are used for classi-
fication. Then the program structure, i.e., the terminal and the function
sets, the crossover and mutation operators, and the fitness function, are
discussed.

The proposed methods operates on a set of predefined/extracted fea-
tures which include local and global information about the skin images.
The local features are extracted with the help of LBP descriptor which
works with the pixel values and can significantly capture informative fea-
tures about various skin properties such as lines/streaks, blobs, homo-
geneous regions, and irregular border patterns. The global features are
extracted by focusing on shape and color variation characteristics of skin
lesions. These features are defined in [172] and [80]. These features are
of utmost importance because without using these human crafted fea-
tures, it is difficult to achieve good performance for such a difficult task
as skin image classification. These global features capture the properties
of the ABCD rule of dermoscopy, which plays a vital role for the derma-
tologist in distinguishing malignant from benign images. The pyramid-
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Figure 5.3: Overview of the proposed WGP-4 method.

structured wavelet analysis [54] provides detailed texture properties (lo-
cal features), as well as overall characteristics (global features) of the skin
lesions. Hence, incorporating these informative features help the classifier
learn better and produce an effective model.

5.3.1 The Overall Algorithm of WGP-4

The overall structure of the MTGP in a wrapper approach using four dif-
ferent sets of image features for skin image classification is shown in Fig-
ure 5.3. First, the four types of features are extracted from each image of
a dataset. Hence, one image is represented by four feature vectors namely
LBPGray, LBPRGB LesionColor, and LesionShape. Then the dataset is divided
into training and test sets. The MTGP algorithm runs on the training set
of the dataset to select a subset of relevant features for each type of fea-
tures among the four feature types. It constructs four features from these
selected features. In other words, GP evolves four trees in a single individ-
ual based on the four types of features, which is the evolutionary feature
construction process. Then using these four trees (constructed features)
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the training set and the test set are transformed to a new training set and
a new test set by constructing new features from the four trees evolved
during the evolutionary process. A classification algorithm (such as a de-
cision tree) is then trained on the transformed training set. The learned
classifier is then applied to the transformed test set to obtain the final test
classification performance.

GP Program Representation of WGP-4

Each tree in a GP individual is generated using a single type of features. A
GP individual consists of four trees in WGP-4. For illustration (as shown
in Figure 4.3), the terminal set of the first tree consists of LBPGray features
only. Similarly, the terminal sets of the second, third and fourth trees con-
sist of LBPRGB, LesionColor, and LesionShape features, respectively. However,
all the trees share the same function set that consists of seven operators as
described in Section 5.3.4.

5.3.2 The Overall Algorithm of WGP-5

WGP-5 is an extension of WGP-4 with a set of new wavelet features added
to the method. With the multi-scale and multi-channel properties of these
wavelet features as described in Section 5.2.1, WGP-5 aims at provid-
ing more robust CFs to a classification algorithm to achieve performance
gains. The overall structure of the WGP-5 method is shown in Figure 5.4.

5.3.3 Terminal Set

The terminal set of WGP-4 comprises of the four types of features, similar
to EGP-4 in Chapter 4. The terminal set of WGP-5 consists of the four types
of features from EGP-4 and a fifth set of wavelet features has been added.
All the five types of features are listed in Table 5.2. The value of the ith
feature for the above five types of features is indicated by Gi, Ri, Ci, Si,
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Table 5.2: Various types of features in the terminal set.
Features Number Description

LBPRGB (Ci) 177 LBP from RGB channels (Section 4.2.1).
LBPGray (Gi) 59 LBP from gray images (Section 4.2.1).
LesionColor (Li) 12 Color variation from RGB channels (Section 4.2.2).
LesionShape (Si) 11 Domain-specific geometry-based shape features extracted from lesion binary

masks (Section 4.2.3).
Wavelet (Wi) 416 Wavelet decomposition from RGB and luminance channels (Section 5.2.1).

and Wi respectively, as shown by the GP individual in Figure 5.13.

5.3.4 Function Set

The function set of WGP-4 and WGP-5 is the same as EGP-4 method de-
scribed in Chapter 4. The details of function set can be found in Section
4.3.2 on page 116.

5.3.5 Crossover and Mutation

Both the proposed methods: WGP-4 and WGP-5 use same-index-
crossover/mutation, similar to EGP-4. The details including description,
and algorithms of this type of crossover and mutation operators can be
found in Section 4.3.3 on page 117. A graphical representation is shown in
Figure 5.5.
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Figure 5.5: The same-index-crossover operator in WGP-5.

5.3.6 Fitness Function

The balanced classification accuracy is used as the fitness function in
WGP-4 and WGP-5, which is defined and explained in detail in Section
3.2.1 on page 87.

5.4 Experiment Design

The aim and design of the experiments are discussed in this section. The
discussions also include the datasets, the benchmark methods used for
comparison, the experiments and the parameter settings.

5.4.1 Methods for Comparison

To evaluate the performance of the proposed WGP-4 and WGP-5 methods,
six classification methods are used: Naı̈ve Bayes (NB), k-Nearest Neighbor
(k-NN) where k = 5, Support Vector Machines (SVMs) with a Radial Basis
Function (RBF) kernel, Decision Trees (J48) where the minimum number
of instances per leaf equals 2, Random Forest (RF), and Multilayer Percep-
tron (MLP). These methods are implemented through the commonly used
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Waikato Environment for Knowledge Analysis package [85]. The param-
eters for these classification methods are kept the same as in Chapters 3
and 4 where they are specified empirically as they have shown the best
performance amongst other settings.

Single-tree GP Methods

We compare the two methods with twelve standard single-tree GP fea-
ture construction methods. WGP-1 means wrapper based single-tree GP
method using each set of features and the combination of all features. RF
classification algorithm is used for the WGP-1 methods as it has mostly
produced the best results among the six classification algorithms (NB,
SVM, k-NN, J48, RF, and MLP) in case of MTGP methods. Similarly, EGP-
1 is the embedded based single-tree GP method. WGP-4 is the wrapper
based 4-tree GP method, run with different classification algorithms. Sim-
ilarly, WGP-5 is the wrapper based 5-tree GP method experimented with
different classifiers such as NB, SVM, k-NN, J48, RF, and MLP. EGP-4 and
EGP-5 are the embedded based 4-tree and 5-tree GP methods. We have
also experimented the performance of all types of features by combining
them together in one vector and providing them to GP to evolve a single
CF. The results are represented by ‘All’ in Tables 5.3 and 5.4 (block 2 and
3). As a GP individual in both WGP-1 and EGP-1 methods has only one
tree, they use only one CF for classification.

5.4.2 Experiments

Two sets of experiments are conducted in this study. The first set of ex-
periments are intended for the purpose of binary classification specifically
detecting melanoma, which attempts to differentiate melanoma images
from all the collection of images provided. The second set of experiments
investigate the effectiveness of the two feature construction methods for
multi-class classification. The binary classification is relatively easy (two
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classes) compared to the multi-class classification (three classes in PH2 and
ten classes in Dermofit). The results are compared with the other classifica-
tion methods as described in Section 5.4.1. The binary classification results
are also compared with the two embedded methods 1) EGP-4 developed
in Chapter 4, and 2) EGP-4 extended by adding fifth set of wavelet fea-
tures denoted by EGP-5. Both the EGP-4 and EGP-5 are binary classifica-
tion methods for the diagnosis of melanoma. In WGP-4 and WGP-5, six
classification methods, namely NB, SVM, k−NN, J48, RF, and MLP (each
individually executed) are used as a wrapper feature construction algo-
rithm to search which classification algorithm performs better for binary
and multi-class classification methods.

For carrying out the experiments, the 10-fold cross validation approach
is adopted in this chapter. This is because PH2 is very small (200 images)
and some classes in Dermofit have very small number of images (Pyogenic
Granuloma with 24 images). To segment the data into 10 folds, stratified
random sampling is applied. The number of GP runs is 30. The results are
represented in terms of the mean and standard deviation of the test per-
formance values. For the task of binary classification, average sensitivity
and average specificity values have also been reported.

5.4.3 Parameter Settings

The GP parameter settings of WGP-4 and WGP-5 are the same, except that
an individual in WGP-4 has four trees and an individual in WGP-5 has
five trees. The details of these parameter settings can be found in Section
3.4.1 on page 91.

5.5 Results and Discussions

This section presents and describes the findings of the experiments. The
results are expressed as the mean and standard deviation of the 30 runs
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of GP each of which is calculated is the average of the 10-fold cross val-
idation. For binary classification, the results are represented in terms of
sensitivity, specificity and balanced accuracy where mean and standard
deviation (x̄ ± s) are shown in Table 5.3. For the task of multi-class clas-
sification, the balanced accuracy (x̄ ± s) is shown in Table 5.4. The deter-
ministic methods’ results are given in terms of the mean of implementing
10-fold cross validation on the datasets.

Wilcoxon signed-rank test (with a significance level of 5%) and one sample
t-test are used to compare the performance of different methods. The for-
mer is performed between the highest performing FC stochastic method
(WGP-5) and the other stochastic GP methods, whereas the latter is per-
formed between WGP-5 and the non-GP deterministic methods. In case
of one sample t-test, two symbols “↑” and “↓” are shown (in Tables 5.3
and 5.4) in front of a deterministic method which show that WGP-5 has
significantly better and worse performance, respectively, compared to the
deterministic method. In case of Wilcoxon signed-rank test, “+”, “−” and
“=” represent that the WGP-5 method has outperformed, has been out-
performed, or has equal performance compared to the corresponding GP
method. In each block of the Tables 5.3 and 5.4, the highest classification
performance on each dataset in terms of balanced accuracy is made bold
to clearly see which method has provided the best results among the meth-
ods listed in one block.

5.5.1 Binary Classification

The binary classification results of the two datasets are presented in Ta-
ble 5.3. The first column shows the wrapper or embedded based single
or multi-tree GP and non-GP methods. The second, third, and fourth
columns show the sensitivity, specificity and balanced accuracy on aver-
age for PH2 dataset, respectively. The fifth, sixth, and seventh columns
show these values for the Dermofit dataset, respectively.
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Table 5.3: Results of Non-GP, single-tree GP and Multi-tree GP methods
for Binary Classification: Sensitivity, Specificity, and Balanced Accuracy
(%) on the two real-world skin cancer datasets, along with the statistical
significance tests.

Algorithm PH2 Dermofit

Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy

N
on

-G
P

M
et

ho
ds NB 60.00 94.38 77.19 ↑ 97.32 96.67 96.99 ↑

SVM 25.00 99.38 62.19 ↑ 27.68 100.0 63.84 ↑
k-NN 57.50 90.63 74.06 ↑ 76.07 98.79 87.43 ↑
J48 57.50 87.50 72.50 ↑ 93.57 97.27 95.42 ↑
RF 55.00 98.13 76.56 ↑ 61.79 99.70 80.74 ↑
MLP 59.00 ± 2.80 98.50 ± 1.54 78.93 ± 2.47 ↑ 92.34 ± 1.76 98.35 ± 2.60 94.48 ± 1.97 ↑

W
G

P-
1

LBPGray 80.61 ± 4.88 96.38 ± 2.12 85.25 ± 3.10 + 83.17 ± 4.52 90.85 ± 3.89 85.58 ± 2.06 +
LBPRGB 85.61 ± 3.09 99.07 ± 3.41 88.25 ± 3.02 + 83.42 ± 4.22 92.66 ± 2.15 86.75 ± 2.03 +
LesionColor 78.77 ± 4.23 94.21 ± 2.19 82.00 ± 2.03 + 88.24 ± 4.69 98.49 ± 1.52 92.31 ± 0.92 +
LesionShape 74.46 ± 5.87 90.57 ± 4.56 84.00 ± 1.22 + 86.77 ± 5.44 97.50 ± 2.31 90.29 ± 1.32 +
Wavelet 95.73 ± 1.11 100.0 ± 0.00 90.75 ± 2.45 + 99.71 ± 0.32 99.78 ± 0.44 99.33 ± 0.69 +
All 95.68 ± 1.33 100.0 ± 0.00 90.50 ± 3.02 + 99.71 ± 0.31 99.78 ± 0.44 99.31 ± 0.81 +

EG
P-

1

LBPGray 57.00 ± 6.78 75.25 ± 1.79 65.96 ± 3.96 + 49.25 ± 5.64 70.57 ± 4.98 59.91 ± 3.57 +
LBPRGB 61.25 ± 3.91 86.49 ± 2.35 73.87 ± 2.34 + 61.50 ± 6.92 65.02 ± 5.68 63.26 ± 3.19 +
LesionColor 53.50 ± 6.44 77.90 ± 5.14 65.70 ± 3.61 + 72.96 ± 7.96 75.30 ± 3.47 74.13 ± 2.67 +
LesionShape 43.75 ± 9.83 56.03 ± 7.98 49.89 ± 5.34 + 61.27 ± 4.79 62.21 ± 7.80 61.74 ± 7.06 +
Wavelet 59.50 ± 5.68 85.13 ± 3.93 72.31 ± 2.75 + 82.86 ± 5.20 93.40 ± 1.95 88.13 ± 3.58 +
All 57.50 ± 6.89 85.75 ± 3.15 71.63 ± 3.93 + 86.43 ± 1.36 89.71 ± 3.81 88.07 ± 2.26 +

W
G

P-
4

NB 80.08 ± 3.31 91.32 ± 1.33 85.70 ± 2.65 + 77.21 ± 6.78 83.69 ± 0.69 80.45 ± 2.18 +
SVM 67.25 ± 7.20 95.79 ± 0.57 81.52 ± 3.58 + 62.52 ± 5.33 98.14 ± 0.70 80.33 ± 2.71 +
k-NN 29.08 ± 11.59 93.44 ± 0.72 61.26 ± 4.05 + 41.00 ± 5.62 97.54 ± 0.71 69.27 ± 2.89 +
J48 74.67 ± 6.22 95.69 ± 0.63 85.18 ± 3.72 + 71.48 ± 6.58 96.88 ± 0.82 84.18 ± 4.11 +
RF 79.50 ± 3.12 100.0 ± 0.00 89.75 ± 1.55 + 90.72 ± 1.68 100.0 ± 0.00 95.35 ± 0.83 +
MLP 56.88 ± 6.43 90.86 ± 1.47 73.87 ± 1.52 + 63.48 ± 5.33 96.51 ± 0.70 80.47 ± 2.02 +

W
G

P-
5

NB 86.42 ± 1.16 93.12 ± 0.70 89.77 ± 1.84 95.60 ± 0.49 97.22 ± 0.32 96.21 ± 1.09
SVM 73.83 ± 1.27 99.13 ± 0.25 86.48 ± 2.35 95.18 ± 0.60 99.61 ± 0.11 97.26 ± 1.25
k-NN 30.00 ± 0.68 96.68 ± 0.28 63.34 ± 2.67 73.00 ± 0.45 99.42 ± 0.13 86.04 ± 2.52
J48 77.08 ± 0.08 98.14 ± 0.04 87.61 ± 3.08 95.11 ± 0.54 99.14 ± 0.51 96.99 ± 0.70
RF 99.75 ± 0.67 99.98 ± 0.10 99.93 ± 0.24 99.75 ± 0.48 99.96 ± 0.10 99.87 ± 0.23
MLP 69.94 ± 5.98 89.68 ± 0.86 74.29 ± 1.94 100.0 ± 0.00 100.0 ± 0.00 100.0 ± 0.00

EGP-4 73.65 ± 4.92 84.09 ± 5.10 78.87 ± 2.92 + 75.82 ± 3.08 73.32 ± 3.45 74.57 ± 1.86 +

EGP-5 75.25 ± 4.47 87.31 ± 3.48 81.28 ± 1.13 + 83.75 ± 3.48 81.43 ± 4.14 82.59 ± 3.85 +
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Among the six classification algorithms in the WGP-4 method (Ta-
ble 5.3), it has been found that RF achieved the highest accuracy with
89.75% and 95.35% on average on the PH2 and Dermofit datasets, respec-
tively. However, there is a substantial performance improvement by using
the WGP-5 method, where the wavelet-based texture features help boost
the classifier’s distinguishing capability. In case of WGP-5, RF and MLP
achieved the highest average accuracies with 99.93% and 100.0% on PH2

and Dermofit, respectively. It is clearly seen from the results in Table 5.3
that the wrapper approaches (WGP-4 and WGP-5) have outperformed the
embedded approaches (EGP-4 and EGP-5) with around 18% increase on
both PH2 and Dermofit. For sensitivity and specificity, it is more impor-
tant to get higher sensitivity which represents the total number of correctly
classified melanoma, as compared to specificity which represents the cor-
rectly classified benign lesions. Analyzing the results in terms of sensitiv-
ity and specificity, it has been observed that for PH2, the WGP-5 method
is the most effective for identifying melanoma images by achieving the
highest sensitivity of 99.75% on average among all the other methods. On
Dermofit, the WGP-5 achieved the highest sensitivity of 100.0%, classify-
ing all the melanoma images correctly.

The outcomes of the statistical significance test shown in Table 5.3 have
revealed that the WGP-5 method not only dominated all single-tree GP
methods (EGP-1 and WGP-1) but also consistently outperformed all multi-
tree GP methods such as WGP-4, EGP-4 and EGP-5 which has demon-
strated the efficacy and validity of this approach for identifying melanoma
in skin images.

5.5.2 Multi-class Classification

The multi-class classification results for the two datasets are given in Ta-
ble 5.4. We can clearly observe that RF has achieved the best classification
performance on the test data among the six classification algorithms in
the WGP-4 and WGP-5 methods. In WGP-4, it has provided 96.42% and
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80.74% average accuracy which improves to around 1% and 6% on PH2

and Dermofit, respectively, by using WGP-5 demonstrating the potential
of wavelet-based texture features. It is worth mentioning here that PH2 has
three classes (relatively easy task) and Dermofit has ten classes (more chal-
lenging task). Most of the classifiers in both WGP-4 and WGP-5 have per-
formed well for a 3-class problem like SVM that has produced 77.17% and
84.92% average accuracy, respectively, but only RF achieved well enough
for the complicated 10-class problem with an average accuracy as high as
86.77%. To the best of our knowledge, the state-of-the-art result on Der-
mofit for this 10-class skin image classification problem is presented by
[96]. The authors have reported an overall accuracy of 80.80% using 5-fold
cross validation which comes out to be 60.12% balanced accuracy (as cal-
culated from the confusion matrix provided in [96]). The WGP-5 method
has outperformed this state-of-the-art method by achieving an increase of
nearly 26% on the Dermofit dataset.

The outcomes of the statistical significance test shown in Table 5.4 have
revealed that the WGP-4 and WGP-5 methods significantly performed bet-
ter than all the non-GP methods and the WGP-1 methods on the simple
(PH2) and challenging (Dermofit) datasets indicating their usefulness for
skin image classification problems.

5.5.3 Comparisons with Other Classification Methods

From the results in Tables 5.3 and 5.4, it has been observed that the FC
methods have more potential to classify melanoma images than the non-
GP classification methods. MLP has dominated other non-GP classifica-
tion methods by providing 78.75% average accuracy on PH2 for melanoma
detection in binary classification. The embedded MTGP methods (EGP-4
and EGP-5) remain unable to provide good results as compared to the non-
GP methods. WGP-4 has four sets of features (not using wavelet features),
whereas, non-GP methods have five sets of features, which is the possi-
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Table 5.4: Results of non-GP, single-tree GP and multi-tree GP methods
Multi-Class Classification: Balanced Accuracy (%) on the two real-world
skin cancer datasets, along with the statistical significance tests.

Algorithm PH2 Dermofit

Non-GP
Methods

NB 71.00 ↑ 45.92 ↑
SVM 59.50 ↑ 51.08 ↑
k-NN 65.50 ↑ 43.54 ↑
J48 58.00 ↑ 50.08 ↑
RF 71.50 ↑ 47.92 ↑
MLP 68.23 ± 2.67 + 65.78 ± 3.42 +

WGP-1

LBPGray 52.00 ± 6.34 + 35.27 ± 1.02 +
LBPRGB 62.42 ± 4.84 + 41.80 ± 1.94 +
LesionColor 52.17 ± 3.23 + 43.41 ± 0.00 +
LesionShape 51.33 ± 4.37 + 41.28 ± 0.00 +
Wavelet 67.17 ± 4.78 + 43.48 ± 1.12 +
All 92.08 ± 2.08 + 65.98 ± 4.67 +

WGP-4

NB 75.01 ± 1.76 + 49.23 ± 1.51 +
SVM 77.17 ± 2.00 + 38.69 ± 1.34 +
k-NN 57.43 ± 2.40 + 41.13 ± 0.91 +
J48 80.64 ± 2.24 + 69.25 ± 1.41 +
RF 96.42 ± 1.45 + 80.74 ± 1.24 +
MLP 47.47 ± 2.42 + 31.88 ± 1.18 +

WGP-5

NB 80.31 ± 2.03 58.99 ± 1.25
SVM 84.92 ± 2.31 53.05 ± 1.57
k-NN 63.46 ± 2.55 47.46 ± 1.85
J48 85.82 ± 1.60 74.05 ± 1.52
RF 97.39 ± 1.00 86.77 ± 0.88
MLP 65.64 ± 1.92 41.84 ± 1.30

ble reason of non-GP methods outperforming WGP-4. However, WGP-5
dominated all the six classification methods by producing 99.93% aver-
age accuracy on the test data. Similarly, among the six non-GP methods,
NB has provided the best accuracy (96.99%) on Dermofit, which has been
significantly outperformed by the WGP-5 by producing an accuracy of
100.0% on the unseen data.

On the difficult multi-class classification problem, RF with 71.50% and
MLP with 65.78% remain most prominent among non-GP methods on
PH2 and Dermofit, respectively. However, the WGP-5 has significantly
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outperformed both these classification methods by achieving 97.39% and
86.77% average accuracy on PH2 and Dermofit, respectively. To have a fair
comparison, the non-GP methods are given the five sets of features con-
catenated together in a single vector with a total of 675 (= 416 Wavelet +
177 LBPRGB + 59 LBPGray + 12 LesionColor + 11 LesionShape) features. De-
spite this, several of these methods are still incapable of producing good
results. That is the key reason why various sets of features are unable
to produce quality results without designing an appropriate way to inte-
grate them. Hence, we conclude that the WGP-5 method effectively and
automatically evolves powerful CFs which help the wrapper classification
algorithm achieve good performance.

5.5.4 Comparisons with Single-tree GP Methods

In comparing the MTGP and single-tree GP methods for binary classifi-
cation, we have observed that the MTGP method is the most capable of
generating good classification models that can achieve good sensitivity as
well as specificity values. The WGP-5 method constructs five features,
each from Wavelet, LBPRGB, LBPGray, LesionColor and LesionShape feature
sets. These five CFs are provided to the wrapper algorithm for classifica-
tion, e.g., J48. On the other hand, in case of the single-tree GP method with
a wrapper approach, GP constructs only one feature (based on either of the
five sets of features), which is given to the same classification algorithm.
In this work, we have calculated the performance using all sets of features
collectively provided to GP to generate a single tree (CF), represented by
‘All’ in Tables 5.3 and 5.4. RF has been selected as the wrapper algorithm
for the WGP-1 methods as it has shown the best performance most of the
time on the MTGP (WGP-4 and WGP-5) approaches. However, with only
one CF in WGP-1, we observe from the results in Table 5.3 that it is difficult
for RF to generate a good classification model.

Among the two datasets, different types of features are prominent to
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produce good classification performance. The LBPRGB and wavelet fea-
tures have produced better results compared to other feature sets among
WGP-1 and EGP-1 in case of PH2 as shown in Table 5.3, blocks 2 and 3.
On the other hand, the LesionColor and wavelet features are most promi-
nent in producing good results among WGP-1 and EGP-1 on Dermofit. In
multi-class classification (Table 5.4, block 2), such a trend is not seen for
any of the datasets. This can be explained by the complexity of switching
from binary classification to multi-class classification which is less on PH2

(2 classes to 3 classes) and quite high on Dermofit (2 classes to 10 classes).

The experimental results have shown that images taken from differ-
ent instruments require different feature extraction methods to get useful
information to distinguish between images of different classes. Such a
pattern has been seen when multiple features are generated in the WGP-
4 and WGP-5 methods. On both datasets, wavelet features produced
the best performance in the majority of cases. Moreover, LBPRGB and
LesionColor features still stay significant on the PH2 and Dermofit datasets,
respectively. From the EGP-1 and WGP-1 results on both datasets, it is in-
ferred that choosing an appropriate feature extraction method is crucial in
achieving performance gains.

5.5.5 Comparisons between WGP-4 and WGP-5

It can be observed that the generation of the wavelet-based CF in the WGP-
5 approach allows the classification algorithm to train a classifier more
effectively compared to the previous methods. The WGP-5 method has
shown around 10% and 4.5% improvement on WGP-4 in the binary classi-
fication task on PH2 and Dermofit, respectively. Although, these wavelet
features greatly support the non-GP and WGP-1 methods to produce good
results compared to the WGP-5 method on binary classification, these
methods remain incapable of producing quality results in the multi-class
classification tasks. For instance, on Dermofit, WGP-1 with wavelet fea-
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tures give 99.33% average accuracy (Table 5.3) for binary classification. On
the other hand, the same method has achieved only 43.48% average accu-
racy (Table 5.4) for multi-class classification. This concludes that the multi-
scale properties of frequency-based features great enhance the potential of
WGP-5 method to achieve good results for both the easy (binary classifica-
tion) and the challenging (multi-class classification) problems leaving the
earlier GP and the other non-GP methods far behind.

5.5.6 Comparisons between Wrapper MTGP and Embed-

ded MTGP Approaches

Embedded MTGP approaches are limited to binary classification only due
to their design, whereas wrapper MTGP approaches are also utilized for
multi-class classification in addition to binary classification. The wrap-
per approaches have proved to be more powerful where GP builds multi-
ple features suitable for a specific classifier such as NB or RF. The highest
performances achieved by EGP-5 are 81.28% and 82.59% on the PH2 and
Dermofit, respectively. However, WGP-5 outruns EGP-5 by many folds
achieving 99.93% and 100% on the PH2 and Dermofit, respectively.

5.6 Further Analysis

This section provides detailed overall analysis of the WGP-4 and WGP-5
methods by examining their convergence plots, and showing how efficient
these methods are by observing their computation time. It further shows
evolved GP individuals in WGP-4 and WGP-5, and identifies prominent
features by plotting frequency of occurrence in CFs of various types of
features.
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(a) (b)

(c) (d)

Figure 5.6: The average fitness value per generation in WGP-4 on PH2

dataset for (a) binary classification, and (b) multi-class classification, and
on Dermofit dataset for (c) binary classification, and (d) multi-class classi-
fication.

5.6.1 Overall Analysis

The average fitness value per generation of the 30 independent runs (each
having 10 independent runs for the 10 folds in 10−fold cross validation) us-
ing different seed values on the training data of the two datasets is de-
picted in Figure 5.6 for WGP-4, and in Figure 5.8 for WGP-5. Figures 5.6
and 5.8(a) and (b) show these plots for binary and multi-class classification
on the PH2 dataset, respectively, and Figures 5.6 and 5.8(c) and (d) show
these plots on the Dermofit dataset.
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(a) NB (b) SVM (c) k-NN (d) J48 (e) RF

(f) MLP (g) NB (h) SVM (i) k-NN (j) J48

(k) RF (l) MLP (m) NB (n) SVM (o) k-NN

(p) J48 (q) RF (r) MLP (s) NB (t) SVM

(u) k-NN (v) J48 (w) RF (x) MLP

Figure 5.7: The average fitness value per generation in WGP-4 on PH2

dataset for binary classification: (a) to (f), multi-class classification: (g) to
(l), and on Dermofit dataset for binary classification: (m) to (r), and multi-
class classification: (s) to (x).

For binary classification tasks (Figure 5.6 and 5.8(a) and (c)), these
graphs show that on average the programs make larger jumps in the first
few generations than in the later generations. In WGP-4, this trend has
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been observed in all the six wrapped classifiers (NB, SVM, k-NN, J48, RF,
and MLP). In case of the PH2 dataset using RF as the classifier, as shown
in Figure 5.6(a), the fitness value has increased from 92.41% to 99.08% in
the first 20 generations compared to the increase in fitness from 99.08% to
99.34% over the remainder 30 generations. Similarly in WGP-5, the high-
est jump is made by k-NN in case of Dermofit, as shown in Figure 5.8(c),
from 91.67% to 98.12% only in the first 10 generations compared to the in-
crease from 98.12% to 99.03% over the remainder 40 generations. In case
of PH2 using RF classifier, as shown in Figure 5.8(a), the fitness value has
increased from 93.9% to 99.6% in the first 10 generations compared to the
increase in fitness from 99.90% to 100% over the remainder 40 generations.

The plots for multi-class classification tasks, as given in Figure 5.6 and
5.8(b) and (d), show different behavior compared to the binary classifica-
tion tasks as shown in Figure 5.6(a) and (b). There is an abrupt increase in
the first few generations (around 10) which becomes slightly insignificant
in later generations (last 40 generations). In WGP-4, this trend is more visi-
ble in case of the PH2 dataset as compared to the Dermofit dataset where a
significant increase in fitness is only seen among the first 5 generations. In
comparing RF and J48, we have seen that both these classifiers have shown
similar training curves except in the case of multi-class classification on the
Dermofit dataset where RF outperforms J48 by a relevant margin as can be
clearly seen in Figure 5.6(d). Similarly in WGP-5, from Figure 5.8(d), it has
been seen that RF and J48 start around 80% for the complex task of 10-
class classification, however, with increase in the number of generations,
RF gets much bigger jumps as compared to J48 providing far better accu-
racy than J48.

Figures 5.7 and 5.9 further expand Figures 5.6 and 5.8 to highlight the
standard deviation along the evolutionary process. For illustration, Fig-
ure 5.7(a) to (f) corresponds to Figure 5.6(a), where these six individual
plots show standard deviation as well of the WGP-4 method run with NB,
SVM, k-NN, J48, RF, and MLP (shown in same colors across both Figures
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(a) (b)

(c) (d)

Figure 5.8: The average fitness value per generation in WGP-5 on PH2

dataset for (a) binary classification, and (b) multi-class classification, and
on Dermofit dataset for (c) binary classification, and (d) multi-class classi-
fication.

Figure 5.6 and Figure 5.7). The standard deviation bars of these 30 inde-
pendent runs also show a similar behavior in case of J48 and RF where
the earlier generations have more variations than the later ones. However,
this trend is opposite in case of NB, SVM, k−NN and MLP where the later
generations have more variations than the earlier generations. Overall the
variation in standard deviation is high on the PH2 dataset as compared to
the Dermofit dataset.
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(a) NB (b) SVM (c) k-NN (d) J48 (e) RF

(f) MLP (g) NB (h) SVM (i) k-NN (j) J48

(k) RF (l) MLP (m) NB (n) SVM (o) k-NN

(p) J48 (q) RF (r) MLP (s) NB (t) SVM

(u) k-NN (v) J48 (w) RF (x) MLP

Figure 5.9: The average fitness value per generation in WGP-5 on PH2

dataset for binary classification: (a) to (f), multi-class classification: (g) to
(l), and on Dermofit dataset for binary classification: (m) to (r), and multi-
class classification: (s) to (x).
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5.6.2 Computation Time

The average training time required for the WGP-4, WGP-5, EGP-4, and
EGP-5 methods and to evaluate their performance on the test data in the
binary and multi-class classification is plotted in Figures 5.10 and 5.11,
respectively. While observing these plots, we can see that the time taken
to evolve a model is typically influenced by the number of trees in a GP
individual, the number of classes and the number of images in a dataset,
the number of input features used to generate a tree(s) in a GP individual,
and whether an embedded or a wrapper algorithm is utilized.

The average training time required for the WGP-4, WGP-5, EGP-4, and
EGP-5 methods and to evaluate their performance on the test data in the
binary and multi-class classification is plotted in Figures 5.10 and 5.11,
respectively. While observing these plots, we can see that the time taken
to evolve a model is typically influenced by the number of trees in a GP
individual, the number of classes and the number of images in a dataset,
the number of input features used to generate a tree(s) in a GP individual,
and whether an embedded or a wrapper algorithm is utilized.

This is due to the fact that fitness evaluation of an individual having a
single tree requires less time on average as compared to fitness evaluation
of an individual with multiple trees. Similarly, the genetic operators are
applied on five trees during the evolutionary process which also executes
longer than the single-tree methods. Moreover, the wrapper approaches
are computationally more expensive than embedded approaches. For in-
stance, in WGP-5, the original training and test datasets are converted to
new training and test datasets (by applying the evolved CFs). These new
datasets are then utilized to train (and test) a classification algorithm, e.g.,
J48. Therefore, generating a classification algorithm using the new CFs
leads to an increased computation time.

For binary classification in Figures 5.10(a) and (b), J48 requires the least
computation time to generate a model among the six wrapper algorithms
in WGP-5. Overall, RF and MLP are the fastest and highest performing
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(a) Training time

(b) Test time

Figure 5.10: The average computation time for binary classification using
the WGP-4, WGP-5, EGP-4, and EGP-5 approaches on the two skin cancer
image datasets.
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(a) Training time

(b) Test time

Figure 5.11: The average computation time for multi-class classification us-
ing the WGP-4 and WGP-5 approaches on the two skin cancer image
datasets.
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wrapper algorithms in the WGP-5 approach by using an average evolu-
tionary time of only 55.76 and 23.31 seconds on PH2 and Dermofit, respec-
tively. Moreover, with these trained methods at hand, they spend only
0.96 and 13.1 milliseconds on average to test an unseen skin image.

For multi-class classification, Figures 5.11(a) shows that a dataset with
large number of images (Dermofit) generally requires more time to evolve
a model compared to a dataset with small number of images (PH2). Such a
behavior has been clearly seen while comparing Figures 5.10 and 5.11. On
the contrary, a test image can be checked in fractions of a second having
these trained models as given by the test time shown in Figure 5.11(b). The
highest performing RF takes only 1.11 and 6.09 milliseconds on PH2 and
Dermofit, respectively, to test an unseen image.

In comparison to the embedded methods, the wrapper methods re-
quire more time to train a classifier as can be seen in Figure 5.10. Simi-
larly, the large dataset (Dermofit) needs more time in most cases than the
smaller dataset (PH2), regardless of the approach (wrapper or embedded)
used.

5.6.3 An Evolved GP Individual of WGP-4

GP evolves models that can be interpretable. To see why our proposed
WGP-4 method can achieve good classification results, we have analyzed
a good GP individual with four trees in Figure 5.12 from the PH2 binary
classification experiments. The four constructed features have given 87.5%
accuracy on the test data. GP found this perfect solution giving 100% accu-
racy on the training data, just after 24 generations. In Figure 5.12, colored
nodes show terminals, whereas white nodes show functions. As discussed
previously in Chapter 4 (Section 4.5 on page 4.5, LBPRGB features have the
most potential compared to other feature types to classify images in PH2

dataset. Since LBP captures local pixel-based properties of an image, these
features with gray and color information can incorporate good discrimina-
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Figure 5.12: A good evolved GP individual for PH2 dataset using a)
LBPGray , b) LBPRGB, c) LesionColor, and d) LesionShape features producing
87.5% accuracy on the test data in the binary classification task.

tive information regarding the presence or absence of melanoma in a skin
image. Furthermore, LesionShape and LesionColor features, which capture
the global properties such as geometrical border shape and color variation
between the lesion region and the skin region, respectively cannot provide
as good performance as LBP feature.

In the LBPGray tree from Figure 5.12(a), the features G10 and G28 are
selected two times and three times, respectively. In addition, the expres-
sion if (G28, G52, G24, G51) is selected twice. This illustrates that these fea-
tures possess good distinguishing ability between classes. Among the
177 LBPRGB features, only six prominent features (R1, R12, R26, R40, R116,



164CHAPTER 5. MULTI-TREE GP FOR WRAPPER BASED FEATURE CONSTRUCTION

and R136) are used to construct a tree (Figure 5.12(b)). Similarly, only
six features (G10, G24, G28, G30, G51, and G52) among the 59 LBPGray fea-
tures have been selected to build the tree in Figure 5.12(a). The LesionColor

tree in Figure 5.12(c) has been built from only two features among the 12

LesionColor features, and the LesionShape tree in Figure 5.12(d) has been con-
structed from six features among the 11 LesionShape features. Hence, the
feature selection and construction ability of GP has provided discrimina-
tive constructed features as input to the decision tree classification algo-
rithm, which helps RF achieve promising results.

In the LesionColor tree from Figure 5.12(c), C0 and C5 representing the
mean of the red color channel (µR) and the variance of the blue color chan-
nel (σB), are combined to produce a significant constructed feature. In the
LesionShape tree from Figure 5.12(d), S0, S1, S5, S6, S8, and S9 are selected
which correspond to the geometrical shape features: area, perimeter, ir-
regularity indices A, C and D, and the major asymmetry index. These
shape features can assist the dermatologist in real-time situations by pro-
viding significant knowledge about the lesion geometrical properties and
hence, making a diagnosis much easier.

5.6.4 An Evolved GP Program in WGP-5

GP has the ability to evolve models that can be interpretable. To analyze
why the WGP-5 method can achieve good performance, we show a good
evolved GP individual in Figure 5.13. This individual is taken from the
Dermofit experiments for the binary classification task using RF. It has five
trees evolved using the five types of features. These CFs when used by
J48 have given 98.48% accuracy on the test data. This individual is the
perfect solution for the training data where GP has evolved it just after 21

generations.

With the ability of feature selection and feature construction, GP plays
a vital role in dimensionality reduction. From the evolved GP individual
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Figure 5.13: A good WGP-5 individual on the Dermofit dataset with five
trees (CFs) evolved using the five sets of features providing 98.48% accu-
racy on the test data in the binary classification.

shown in Figure 5.13, GP has selected only 8 features among a total of 416

wavelet features, only 2 features among 177 LBPRGB features, only 2 fea-
tures among 59 LBPGray features, only 2 features among 12 LesionColor fea-
tures, and 4 features among 11 LesionShape features. The wavelet texture-
based features appearing in a tree of the GP individual shown in Figure
5.13(a) are listed in Table 5.5. The following conclusions are derived from
this table: 1) only one out of eight features belong to the nodes from the
third level, which indicates our use of three-level wavelet decomposition
as further decomposition may not obtain informative features for the pur-
pose of classification, 2) texture features extracted from the blue and the
luminance channels have more significant information than red and green
channels, 3) the selected features are derived from both the low and mid-
dle frequency channels as shown by the node column in Table 5.5, 4) par-
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Table 5.5: Wavelet features appearing in the GP individual shown in Fig-
ure 5.13(a).

Feature Measure Channel Level node

W24 Energy Luminance 0 0

W280 Energy Blue 2 2.1

W341 Norm Luminance 1 1.1

W324 Kurtosis Luminance 1 1.2

W20 Kurtosis Blue 0 0

W256 Energy Blue 2 2.2

W415 Average Energy Luminance 3 3.1

W262 Entropy Blue 2 2.2

(a) C145 (b) C26 (c) G15 (d) G53

Figure 5.14: LBP patterns of the features appearing in LBPRGB and LBPGray

trees in the GP individual shown in Figure 5.13 (b) and (c), respectively.

ticular measures such as energy and kurtosis are prominent selected fea-
tures.

Figure 5.14 shows the LBP patterns of the features appeared in the
LBPRGB and LBPGray trees in the GP individual shown in Fig 5.13 (b) and
(c), respectively. C145 and C26 patterns in Figure 5.14(a) and (b), respec-
tively, show the presence of edges in the skin cancer images. Similarly, G15

and G53 show the presence of corners in these images. Edges and corners
identify various visual patterns such as streaks, dots, blobs and pigment
network inside a lesion area in the skin cancer image. Therefore, these
GP trees have selected prominent LBP features corresponding to signifi-
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Figure 5.15: The minor symmetry axis (shown by red line) and the major
symmetry axis (shown by green line) for a dermoscopy image.

cant visual characteristics necessary to accurately identify a type of skin
cancer.

The LesionColor tree in Figure 5.13(d) is generated by selecting only two
features L0 and L1 among the 12 LesionColor features, and the LesionShape

tree in Figure 5.13(e) is built by choosing four features among the 11

LesionShape features. In LesionColor tree as shown in Figure 5.13(d), L0 and
L1 (corresponding to µR and µG) showing the mean of the red channel
and the mean of the blue channel, combine to generate an informative CF.
In LesionShape tree as shown in Figure 5.13(d), S2, S3, S5, and S8, are selected
which correspond to GD, SD, IrA and IrD. The greatest and the shortest
diameter of a lesion is shown in Figure 5.15 which seems important in
capturing the shape of the lesion. The value of irregularity index D (IrD)
depends on GD and SD as shown by its mathematical expression in Table
4.1 on page 114. Similarly, rather selecting area and perimeter as indi-
vidual features, GP has selected IrA which is the ratio between perimeter
and area of a lesion. Hence, GP has incorporated important hand-crafted
features effectively in evolving LesionShape tree. These border shape fea-
tures include significant knowledge regarding the lesion geometrical char-
acteristics which can greatly help the dermatologist in actual clinic settings
making a diagnosis much easier. Hence, we can conclude here that the au-
tomatic feature selection and feature construction abilities of GP produce
discriminative CFs as input to the classification algorithm contributing sig-
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(a) LBPGray (b) LBPRGB (c) LesionColor (d) LesionShape

Figure 5.16: The average frequency of features in trees, each evolved with
a single type of features on the PH2 dataset in the binary classification task
using RF as a classifier.

(a) LBPGray (b) LBPRGB (c) LesionColor (d) LesionShape

Figure 5.17: The average frequency of features in trees, each evolved with
a single type of features on the PH2 dataset in the multi-class classification
task using RF as a classifier.

nificantly to achieve promising results.

5.6.5 Feature Appearance in CFs of WGP-4

GP automatically constructs new features by selecting more relevant and
discriminative features among the whole set of original features. We have
also explored and analyzed this intrinsic ability of GP to feature selection.
Figures 5.16 and 5.17 show the bars for the average number of times each
feature appears in the constructed features among the 30 GP runs (in all the
10 folds) in the PH2 experiments for binary and multi-class classification
using RF as a classifier, respectively. It is evident from these plots that there
are some features which are selected more frequently as compared to other
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features, e.g.,G58, the last feature among LBPGray features in Figure 5.16(a)
appears almost twice as frequently as the other 58 LBPGray features. Simi-
larly, R5, C11 and S10 have the highest frequency of occurrence among the
LBPRGB, LesionColor, and LesionShape features as shown in Figures 5.16(b),
(c) and (d), respectively. We have seen a similar pattern while having a
closer look at Figure 5.17 for the multi-class classification task in the PH2

experiments, where these features have the highest frequency again except
R5. This shows that these features have significant discriminative ability
between classes, not only for the binary classification task but also for the
multi-class classification task. R26 which also represents the same struc-
tural properties as R5, has the highest frequency among LBPRGB in the
multi-class classification task.

For a deep analysis of these significant features (G58, C11 and S10 for
both tasks, R5 for binary classification task alone, and R26 for multi-class
classification task), digging further into the local and global properties of
these features, we see thatG58 are the non-uniform LBP features combined
in one bin for gray-scale images. Though non-uniform features are not
considered to have discriminative properties for texture analysis (that is
why they are binned together in one bin), however, in our dataset, the
number of times these non-uniform features appear in one class of im-
ages is quite different from their appearance in other classes, which makes
them highly significant. For LBPRGB features, R5 and R26 represent pres-
ence of edges in an image. Inside the skin lesion, the different structures
such as dots, streaks and regression areas with varying colors are high-
lighted by these pixel-level edge properties. Among the different classes,
these structures vary and hence, these edge detecting LBPRGB features be-
come prominent in distinguishing between classes. Among LesionColor fea-
tures, C11 corresponds to µB

µB
, which shows the ratio between mean of blue

color channel of the lesion region and its surrounding skin region. Among
LesionShape features, S10 is the most significant as its frequency is almost
double as compared to the other 11 LesionShape features (Figures 5.16(d)



170CHAPTER 5. MULTI-TREE GP FOR WRAPPER BASED FEATURE CONSTRUCTION

(a) Wavelet (b) LBPRGB (c) LBPGray

(d) LesionColor (e) LesionShape

Figure 5.18: The average frequency of features in trees (the CFs) of WGP-5,
each generated with one set of features on the Dermofit dataset using J48

classifier in the multi-class classification.

and 5.17(d)). It corresponds to asymmetry index, which provides the nec-
essary information about the shape, particularly being computed from the
asymmetry axes and area of the lesion. As described earlier in Section 4.2.3
on page 113, our analysis also confirms that asymmetry plays an essential
role in making a diagnosis for the binary and multi-class classification of
skin cancer images.

5.6.6 Feature Appearance in CFs of WGP-5

GP selects more relevant features from the original set of features to auto-
matically construct new informative features. In WGP-5, this built-in abil-
ity of GP to FS has also been investigated by giving an example from the
Dermofit experiments for the multi-class classification. In Figure 5.18, the
bars show the frequency of occurrence of each feature in the CFs among
the 30 GP runs. From these plots, it is obvious that certain features are
more frequently selected than the other features, W16, and W24 features
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appear almost four times more than the other 414 wavelet features. Simi-
larly, G58, the last feature among the LBPGray features in Fig 5.18(c) appear
almost three times more than the other 58 LBPGray features. Similarly,
C110, L11 and S0 appeared the most among the LBPRGB, LesionColor, and
LesionShape features as given in Figure 5.18(b), (d) and (e), respectively.

We have further digged deeper into the texture, color, local and global
properties of these important features; W16, W24, C110, G58, L11 and S0. We
have found that both W16, and W24 are the energy measures of the blue and
the luminance channels of the original image, respectively. W24 has also
been selected by the evolved GP individual shown in Figure 5.13(a). More-
over, we see that G58 are the non-uniform LBP features integrated together
in the last bin for gray-scale skin images. Although the non-uniform LBP
features are not known to provide useful information for texture analysis
(that’s the reason, they are combined together in one bin), on the contrary,
in our dataset, their frequency of occurrence in one class of images greatly
differs from their frequency of occurrence in other classes, which renders
them most significant. Among the LBPRGB features, C110 corresponds to a
3 × 3 LBP window from the green channel image which shows presence
of edges in an image. Within the skin lesion, these pixel-level edge prop-
erties mainly highlight the various structures such as streaks, blobs, and
corners. The presence of these structures differ among the different types
of skin cancers making these edge detecting LBPRGB features highly sig-
nificant in discriminating between different classes. Among the LesionColor

features, L11 corresponds to µB
µB

, which is the ratio between the mean of the
blue channel of the lesion region and the skin region around the lesion.
Among the LesionShape features, S0 corresponds to the area of the lesion
and remains most prominent with almost twice frequency of occurrence
compared to the other LesionShape features as shown in Figure 5.18(e).
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5.7 Chapter Summary

This chapter has developed and analyzed two multi-tree GP based wrap-
per methods developed for multiple feature construction in skin cancer
image classification. These wrapper methods utilize the ability of GP to
automatically construct multiple features in a single evolved GP individ-
ual. Chapter 4 described an embedded approach which solves the binary
classification problem, whereas the wrapper approaches developed in this
chapter are employed to solve both the binary and the multi-class classifi-
cation tasks. For effective classifier generation and feature construction us-
ing multi-tree GP, these methods incorporate various types of local, global,
color, texture and frequency-based features extracted from skin images.

Experiments revealed the effectiveness of these GP methods for both
the tasks of binary and multi-class classification of skin cancer images. The
higher performing method among these two methods is WGP-5, which
has outperformed the state-of-the-art method achieving 86.77% balanced
accuracy for the difficult task of 10-class skin cancer image classification. It
has also outperformed all the six commonly used classification algorithms
(NB, k-NN, SVM, J48, RF, and MLP), the MTGP embedded approaches
and the single-tree GP methods, demonstrating its efficacy to discriminate
effectively between classes. Similar to the previous chapters, it has been
observed that the local pixel-based features have strong ability for clas-
sifying dermoscopy images, whereas the global color variation and the
domain-specific shape features are prominent for distinguishing different
classes of images obtained from standard camera. However, the wavelet-
based texture features introduced in this chapter with multi-scale image
properties have shown the best potential for both dermoscopy and stan-
dard camera images.

Though these wrapper approaches have provided far better results
than embedded approaches for skin image classification tasks, they evolve
potentially good CFs which are fit to only a single classification algorithm.
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These method generate CFs suitable to the classification algorithm used as
a wrapper approach. For example, the GP individual with five CFs shown
in Figure 5.13 is evolved with RF as a classifier, so the CFs are generated to
fit RF classification method. In other words, performance can be improved
by generating generic CFs which when provided to multiple classifiers can
help achieve better results. This will be investigated in the next chapter.
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Chapter 6

GP based Feature Construction
for Ensemble Learning

6.1 Introduction

Ensembles of classifiers have shown to be more effective than a single clas-
sification algorithm in skin image classification problems [86, 115, 208].
Generally, the ensembles are created using the whole set of extracted fea-
tures. However, some extracted features can be redundant and may not
provide useful information in building good ensemble classifiers. To deal
with this, existing feature construction methods that usually generate new
features for only a single classifier have been developed but they remain
unable to provide good classification performance [141]. In the past, either
a complete set of originally extracted features or selected features are pro-
vided to ensembles [82, 199], however, using multiple constructed features
for learning an ensemble of classifiers has not been investigated. Since
constructed features tend to have more distinguishing ability than origi-
nal features, it is expected that constructed features will help improve the
classification performance in an ensemble.

This chapter develops a new classification method that combines the
effectiveness of feature construction and ensemble learning using GP to

175
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address the above limitations. GP has been used successfully for feature
selection and feature construction. However, generating new features spe-
cific to a single classifier might have limited performance. An ensemble of
classifiers combining the predictions of multiple classifiers can improve
the performance, where the assumption here is that those classifiers are
different from each other, i.e., they work together and can cover more data
points. Hence, an ensemble of multiple classifiers can produce more ac-
curate results [82]. Moreover, since GP has demonstrated good potential
for feature construction as presented in Chapters 3 and 5, utilizing GP for
feature construction for an ensemble of classifier can help achieve good
classification performance.

6.1.1 Chapter Objectives

In order to deal with the limitations of existing approaches and utilize
the effectiveness of ensemble learning, we combine the benefits of feature
construction and ensemble classification in a GP framework to construct
informative features for the tasks of both binary and multi-class skin can-
cer image classification. This chapter aims at investigating the following
objectives:

• Design a new feature construction method using GP to generate new
features for an ensemble of classifiers.

• Assess the performance of the proposed classification method in
comparison to bagging, boosting, random forests, other commonly
used machine learning classification algorithms, and the existing
deep learning and GP methods on two real-world skin cancer im-
age datasets.

• Visualize the multiple constructed features evolved by the proposed
ensemble method and identify prominent image features.
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6.1.2 Chapter Organization

The rest of the chapter is organized as follows. Section 6.2 presents the
proposed ensemble method, its program representation, the fitness func-
tion, the terminal sets, the function sets, crossover and mutation opera-
tors used. Section 6.3 describes the experiments performed, GP parame-
ters and benchmark methods for comparison. Section 6.4 presents the re-
sults of these experiments and discusses how well they address the chap-
ter goals. Section 6.5 provides detailed analysis in terms of evolved con-
structed features, and convergence graphs. Section 6.6 concludes the chap-
ter with the achievements of the method, and its possible limitations.

6.2 The Proposed Method

This section presents our proposed algorithm, i.e., multiple feature con-
struction with ensemble classification (MFCEC) using GP for skin cancer
image classification.

6.2.1 Program Representation and Fitness Function

MFCEC utilizes the multi-tree GP approach similar to the WGP-5 method
in the previous chapter where GP constructs five trees in one individual
during the evolutionary process. Each constructed feature is built from
one and only one type of features as described in Chapter 5. These con-
structed features are utilized to transform the original training and test sets
to new training and test sets. The transformed training set with new five
constructed features is provided as input to the ensemble classification al-
gorithm, which is formed by SVM, J48, and RF. These three classification
algorithms have been selected since they have shown promising results
in the previous multi-tree GP method in Chapter 5. These classifiers are
trained on the training data during the evolutionary process. MFCEC uses
the accuracy produced on the training data by the ensemble classifier as
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its fitness function, where each image is classified based on the majority
voting. The balanced accuracy is used in order to avoid bias towards the
majority class, since the datasets are highly imbalanced.

6.2.2 Terminal Set and Function Set

The terminal set consists of five feature sets, similar to WGP-5 listed in
Table 5.2 on page 142. The function set of MFCEC is the same as previous
multi-tree GP methods and the details can be found in Section 4.3.2 on
page 116.

6.2.3 Crossover and Mutation

MFCEC uses same-index crossover/mutation. A graphical representation
can be found in Figure 5.5 on page 143. Algorithm 1 and Algorithm 2
on page 118 describes the step-by-step procedure of same-index crossover
and mutation in detail, respectively.

6.2.4 The Overall Algorithm

The overall structure of the proposed MFCEC method is presented in Fig-
ure 6.1. First the images are transformed to feature vectors using the fea-
ture extraction methods described in Chapters 4 and 5. The LBP image
descriptor, as described in Section 2.1.2 on page 30, is used to extract tex-
ture features from gray skin images. LBP is also used to extract both tex-
ture and color information from the red, green, and blue color channels
of the skin images as presented in Section 3.2.2 on page 87. The graphi-
cal illustration of extracting color LBP features is shown in Figure 3.3 on
page 88. The color variation inside the lesion area and the surrounding
skin region is calculated by extracting lesion color variation features as de-
scribed in Section 4.2.2 on page 113. The domain specific information such
as the border shape, asymmetry and size of the lesion are included by ex-
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Figure 6.1: The workflow of the proposed algorithm.

tracting geometry-based features as described in Section 4.2.3 on page 4.2.3.
To include both global and local as well as color and texture properties of
skin images, wavelet-based features are extracted using three-level pyramid
structured wavelet decomposition as described in Section 5.2.1 on page
137. These different methods are used to extract five sets of features as
outlined in Table 5.2 on page 142.
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MFCEC uses the same five sets of features as the WGP-5 and EGP-5
methods described in Chapter 5. Note that the feature extraction method
is performed before the training and test data split because features are
extracted image by image, so test images are not used for extracting fea-
tures from training images, i.e., no bias produced. For each image, we get
five feature vectors, namely LBPGray, LBPRGB, LesionColor, LesionShape, and
Wavelet features. The dataset is then divided into training and test sets.
The training process is shown by red line and test process is shown by
green line in Figure 6.1. GP utilizes the training set to construct multiple
features in one GP individual. Each tree in a GP individual is consid-
ered as one constructed feature. The constructed features in WGP-5 have
shown to have more discriminating ability between classes as compared
to the original sets of features. Similarly, we expect the same behavior of
evolved constructed features, here, in MFCEC.

The three classification algorithms: SVM, J48, and RF are used in the
ensemble. Since they have shown effective as a single classifier in WGP-5,
we expect that combining them together in an ensemble will increase the
classification performance. Multiple classification algorithms (SVM, J48,
and RF) are incorporated as an ensemble to use the constructed features
as input, hence, the constructed features evolved are generic to all these
three classification algorithms. The constructed features are not tailored
to one specific classifier, rather generated regardless of which classifier is
used to classify them. After finishing the evolutionary process, we get
the three (SVM, J48, and RF) trained classification models on the training
data. The original test set is transformed by utilizing the same constructed
features to a new test set. This new test set is used to evaluate the test per-
formances. The trained classification model providing highest accuracy
among the SVM, J48, and RF models on the training data is selected. The
test set is provided to this selected classification model to get the accuracy
on the unseen data.
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6.3 Experiment Design

The aim and design of the experiments are discussed in this section. The
discussion includes the benchmark methods used for comparisons, the pa-
rameter settings, and the experiment settings.

6.3.1 Benchmark Methods

In this chapter, we compare the performance of our proposed method
with ten commonly used machine learning algorithms: Naı̈ve Bayes (NB),
k-Nearest Neighbor (k-NN), Support Vector Machines (SVMs), Decision
Trees (J48), and Multi-layer Perceptron (MLP). We have also compared
our proposed MFCEC method with the common used ensemble methods:
Random Forest (RF), Bagging (Bgg), AdaBoost (AB), LogitBoost (LB), and
Random Committee (RC). The settings of these methods are adopted from
previous chapters, where they have been empirically searched via experi-
ments. All other settings are set to default as in the Waikato Environment
for Knowledge Analysis (WEKA) package [85]. The ten classification algo-
rithms are trained one time on the five sets of features, appended to make
a single feature vector. The trained classifiers are then tested to obtain their
test performances.

For GP implementation, the Evolutionary Computation in Java (ECJ)
package is used [114]. We also compare MFCEC with the two existing GP
approaches for skin cancer image classification:

• Embedded-GP (EGP-5), described in Chapter 5, uses five types of
features (LBPGray, LBPRGB, LesionColor, and LesionShape, and wavelet)
to evolve five trees in its GP individual. Since this is an embedded
approach where GP also performs classification, each tree acts as a
binary classifier. The best tree with highest accuracy on the training
data is used to test the performance on the test data.

• Wrapper-GP (WGP-5), developed in Chapter 5, uses five types of
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features listed in Table 5.2 on page 142 to evolve five trees in a single
GP individual. These trees act as constructed features to be clas-
sified by a machine learning algorithm such as decision tree. The
trained model is applied on the test set to check the performance of
this method.

In addition, we compare MFCEC with the state-of-the-art CNN meth-
ods recently developed for the PH2 and Dermofit datasets:

• Patino et al. [152] developed a lesion segmentation and classification
method using morphological operations to estimate asymmetry, bor-
der and color features of the lesions in the PH2 dataset. The method
incorporated SVM, logistic regression and a fully connected neural
network where the neural network has shown the best performance
achieving 86.5% on average for multi-class classification.

• Kawahara et al. [96] trained a logistic regression classifier with deep
features extracted from a convolutional neural network, pre-trained
on natural images, to classify ten classes of skin lesions in the Der-
mofit dataset. They reported a standard overall accuracy of 81.80%,
whereas the balanced accuracy computed from the confusion matrix
provided in [96] is 60.12%.

• Fisher et al. [75] developed a hierarchical decision tree, where a dif-
ferent k-NN is trained for each decision node. 2500+ features are
extracted using generalized co-occurrence texture matrices and le-
sion specific characteristics. On the Dermofit dataset, they have re-
ported a standard overall accuracy of 78.1% and a balanced accuracy
of 70.5%.

6.3.2 Parameter Settings

The parameters settings for GP are the same as those listed in Table 4.2 on
page 121.
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6.3.3 Experiments

For carrying out the experiments, the 10-fold cross validation approach is
adopted. This is because PH2 is very small (200 images) and some classes
in Dermofit have a very small number of images (Pyogenic Granuloma
with 24 images). To segment the data into 10 folds, stratified random sam-
pling is applied. The number of GP runs is 30. The results are represented
in terms of the mean and standard deviation of the test performance val-
ues. For the task of binary classification, average sensitivity and average
specificity values have also been reported.

Two sets of experiments are conducted. The first set of experiments are
intended for the purpose of binary classification, which attempts to differ-
entiate melanoma images from all the images provided. The second set of
experiments investigate the effectiveness of MFCEC for multi-class classi-
fication. The results are compared with the other classification methods as
described in Section 6.3.1. The binary classification results are also com-
pared with the two embedded methods: EGP-5, and WGP-5 developed in
Chapter 5. In WGP-5, six classification methods, namely NB, SVM, k−NN,
J48, RF, and MLP (each individually executed) are used as a wrapper fea-
ture construction algorithm to search which classification algorithm per-
forms better for binary and multi-class classification methods.

6.4 Experiment Results

The results are represented as the mean and standard deviation (x̄ ± s)
of the 30 GP runs, and are listed in Table 6.1. Since 10-fold cross valida-
tion is used, the result of one GP run is the mean of the accuracies of the
10-folds. Wilcoxon signed-rank test (with a significance level of 5%) is ap-
plied to compare MFCEC to the other stochastic methods. One-sample t-
test is applied to compare MFCEC to the other deterministic methods. For
Wilcoxon signed-rank test, “+”, “−” or “=” represents that MFCEC is sig-
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nificantly better, worse, or similar to the other algorithms. For one-sample
t-test, ↑ or ↓ represents that MFCEC is significantly better or worse to the
other algorithm. In each block of the Tables 6.1 and 6.2, the highest classifi-
cation performance on each dataset in terms of balanced accuracy is made
bold to clearly see which method has provided the best results among the
methods listed in one block.

6.4.1 Binary Classification

The binary classification results are presented in Table 6.1. Among the
non-GP methods, MLP has shown the highest average accuracy of 78.93%
on PH2, whereas NB produced the best accuracy 96.99% on Dermofit.
Among the four ensemble methods, Bagging outperformed the other three
methods giving 76.56% accuracy on the dermoscopic (PH2) dataset. Ad-
aBoost showed the highest accuracy 98.30% on the standard camera (Der-
mofit) dataset. Although the Embedded-GP method provided good accu-
racy on dermoscopic datasets outperforming all the non-GP and ensemble
methods, it remain unable to achieve good results for standard camera im-
ages, where ensemble methods dominated all the non-GP and Embedded-
GP methods. Similarly, among the EGP-5, WGP-5, non-GP, and ensemble
methods, WGP-5 produced the best results on both the dermoscopic and
Dermofit images. However, MFCEC produced the best results among all
the methods, achieving 100.0% accuracy on both dermoscopic and stan-
dard camera images, respectively. This shows that feature construction in
ensemble learning has huge potential to solve complex real-world prob-
lems like melanoma detection. The main reason of dominance of MFCEC
over WGP-5 is that MFCEC constructs features for an ensemble of classi-
fiers which are expected to be more general as compared to features con-
structed for a single classifier in WGP-5.
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Table 6.1: Results of binary classification on the two real-world skin cancer
datasets.

Algorithm PH2 Dermofit

Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy

Non-GP
Methods

NB 60.00 94.38 77.19 + 97.32 96.67 96.99 +
SVM 25.00 99.38 62.19 + 27.68 100.0 63.84 +
k-NN 57.50 90.63 74.06 + 76.07 98.79 87.43 +
J48 57.50 87.50 72.50 + 93.57 97.27 95.42 +
MLP 59.00 ± 2.80 98.50 ± 1.54 78.93 ± 2.47 ↑ 92.34 ± 1.76 98.35 ± 2.60 94.48 ± 1.97 ↑

Ensemble
Methods

RF 55.00 98.13 76.56 + 61.79 99.70 80.74 +
Bgg 80.71 90.35 76.56 + 90.15 97.64 93.46 +
AB 59.05 87.41 68.44 + 96.75 99.41 98.30 +
LB 70.12 87.82 70.00 + 97.78 99.12 97.82 +
RC 85.17 89.25 74.69 + 94.92 96.54 91.54 +

EGP-5 − 73.65 ± 4.92 84.09 ± 5.10 78.87 ± 2.92 ↑ 75.82 ± 3.08 73.32 ± 3.45 74.57 ± 1.86 ↑

WGP-5

NB 86.42 ± 1.16 93.12 ± 0.70 89.77 ± 1.84 ↑ 95.60 ± 0.49 97.22 ± 0.32 96.21 ± 1.09 ↑
SVM 73.83 ± 1.27 99.13 ± 0.25 86.48 ± 2.35 ↑ 95.18 ± 0.60 99.61 ± 0.11 97.26 ± 1.25 ↑
k-NN 30.00 ± 0.68 96.68 ± 0.28 63.34 ± 2.67 ↑ 73.00 ± 0.45 99.42 ± 0.13 86.04 ± 2.52 ↑
J48 77.08 ± 0.08 98.14 ± 0.04 87.61 ± 3.08 ↑ 95.11 ± 0.54 99.14 ± 0.51 96.99 ± 0.70 ↑
RF 99.75 ± 0.67 99.98 ± 0.10 99.93 ± 0.24 = 99.75 ± 0.48 99.96 ± 0.10 99.87 ± 0.23 =
MLP 69.94 ± 5.98 89.68 ± 0.86 74.29 ± 1.94 ↑ 100.0 ± 0.00 100.0 ± 0.00 100.0 ± 0.00 =

MFCEC − 100.0 ± 0.00 100.0 ± 0.00 100.0 ± 0.00 100.0 ± 0.00 100.0 ± 0.00 100.0 ± 0.00

6.4.2 Multi-class Classification

The multi-class classification results are presented in Table 6.2. Among
the five non-GP algorithms, RF achieved the best accuracy 71.50% on PH2,
whereas MLP achieved the best accuracy 66.85% on Dermofit. Similar to
binary classification results, among the ensemble methods, bagging pro-
vided the best results for PH2 whereas Boosting (LogitBoost) provided
highest accuracy for Dermofit. WGP-5 outperformed all the non-GP and
ensemble methods providing an increase in accuracy by around 14% and
7% on average on the PH2 and Dermofit datasets, respectively. It is worth-
while to note here that PH2 has 3 classes and Dermofit has 10 classes (more
difficult). For WGP-5, most of the single classifiers are performing well for
a 3-class problem such as SVM, J48 and RF producing 84.92%, 85.82% and
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Table 6.2: Results of multi-class classification on the two real-world skin
cancer datasets.

Algorithm PH2 Dermofit

Non-GP
Methods

NB 71.00 ↑ 45.92 ↑
SVM 59.50 ↑ 51.08 ↑
k-NN 65.50 ↑ 43.54 ↑
J48 58.00 ↑ 50.08 ↑
MLP 67.50 ± 3.47 + 64.92 ± 4.31 +

Ensemble
Methods

RF 71.50 ↑ 47.92 ↑
Bgg 71.50 ↑ 62.38 ↑
AB 56.50 ↑ 29.46 ↑
LB 66.50 ↑ 62.62 ↑
RC 70.00 ↑ 58.38 ↑

WGP-5

NB 80.31 ± 2.03 + 58.99 ± 1.25 +
SVM 84.92 ± 2.31 + 53.05 ± 1.57 +
k-NN 63.46 ± 2.55 + 47.46 ± 1.85 +
J48 85.82 ± 1.60 + 74.05 ± 1.52 +
RF 97.39 ± 1.00 + 86.77 ± 0.88 =
MLP 65.64 ± 1.92 + 41.84 ± 1.30 +

MFCEC − 98.03 ± 0.85 86.23 ± 1.30

97.39% average accuracy, respectively, however, only RF performed well
enough for the complex 10-class problem reaching 86.77% average accu-
racy. MFCEC remained prominent among all the methods in multi-class
classification as well achieving 98.03% and 86.23% on average on the PH2

and Dermofit datasets, respectively.

From the results of the statistical tests presented in Table 6.2, MFCEC
outperformed WGP-5 on PH2 and shown comparable performance on
Dermofit dataset. Moreover, MFCEC outperformed all the non-GP, and
ensemble methods on the easy (PH2) and difficult (Dermofit) datasets,
which shows its effectiveness for these complex skin cancer image clas-
sification problems.
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Table 6.3: State-of-the-art Methods and their results.
Dataset Method Overall Accuracy Balanced Accuracy

PH2 Patino et al. [152] - 86.50

Dermofit
Kawahara et al. [96] 81.80 60.12
Fisher et al. [75] 78.10 70.50

6.4.3 Comparison to the State-of-the-Art Methods

For PH2, the most recent state-of-the-art reported by Patino et al. [152]
achieved 86.5% balanced accuracy using 10-fold cross validation. Since
the experimental setup is the same as MFCEC, we can make a direct com-
parison. MFCEC outperformed this method by providing an increase of
nearly 11% accuracy.

To the best of our knowledge, the state-of-the-art result on Dermofit
for this 10-class skin image classification problem is presented by CNNs
[96]. The authors reported an overall accuracy of 81.80% using 5-fold cross
validation which came out to be 60.12% balanced accuracy (as calculated
from the confusion matrix provided in the study). Recently, Fisher et al.
[75] used Dermofit dataset to test the performance of their hierarchical tree
approach to classify skin cancer images. The authors reported a balanced
accuracy of 70.50% using leave-one out cross validation. Since comparison
cannot be done directly (5-folds vs 10-folds, and leave-one out vs 10-folds),
we have provided a general idea what accuracy has been achieved by the
current state-of the arts on Dermofit dataset.

6.5 Further Analysis

This section provides detailed overall analysis of the MFCEC method by
examining their convergence plots, and showing how efficient these meth-
ods are by observing their computation time. It further shows evolved GP
individual, and identifies prominent features by plotting frequency of oc-
currence in CFs of various types of features.
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6.5.1 Overall Analysis
The average of best-of-generation fitness value of the 30 independent GP
runs using different seed values on the training data of the PH2 dataset
in multi-class classification experiments is depicted in Figure 6.2. The
plot shows how the accuracies of individual classifiers (SVM, J48, and RF)
progress with the increase in generations and how much each of them
contribute to the ensemble classification curve. Since elitism is applied
to the ensemble classification and not on the individual classifiers, the in-
dividual classifiers’ accuracies show behaviors of increase and decrease
during the evolutionary process. However, they ensure that the collective
performance increases as the number of generations increase. The bene-
fit of using ensemble of classifiers is evident from this plot which clearly
illustrates that if one classifier cannot produce good results, the ensemble
can still rely on other classifiers to maintain good performance. From this
plot, we observe that RF and J48 are producing far better results individ-
ually than SVM. However, when there is a decrease in the performance
of RF and J48 in the subsequent generation, SVM makes larger jumps to
maintain or even improve the performance of the ensemble classifier. This
behavior is seen in the third and fourteenth generations.

We also compare the evolutionary process of MFCEC with the previ-
ous WGP-5 (Chapter 5) method as shown in Figure 6.3. The MFCEC curve
shows an abrupt increase in the first five generations, being more powerful
it achieves good performance in a very few earlier generations. However,
the existing WGP-5 individual classifiers (NB, SVM, k-NN, and J48) start
with lower average accuracy than MFCEC, thereby get the chance of mak-
ing larger jumps as shown in first twenty generations. It is evident that
MFCEC remained prominent and outperformed all the WGP-5 methods.

6.5.2 Computation Time

The average training time needed for the proposed MFCEC method and
to test its performance on the unseen images for solving binary and multi-
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Figure 6.2: The convergence plot for SVM, J48, RF, and ensemble of these
three classifiers.

class classification tasks is presented in Figure 6.4. Here, Figure 6.4(a)
shows the training time in seconds to evolve the constructed features and
train the three classification models in the ensemble to provide training
performance. Figure 6.4(b) shows the time taken in milliseconds to ap-
ply the trained classifier on an unseen image. Clearly, the time required
to train a classification algorithm is affected by the number of images and
classes in a dataset. The binary classification task spend less time to train
an ensemble of classifiers as compared to the multi-class classification task
as shown in Figure 6.4(a). During the training process, the time is needs
not only on evolving five constructed features but also on the transfor-
mation of the original training dataset to a new dataset (with the help of
the constructed features) which are then used to train an ensemble of three
classifiers (SVM, J48, and RF). Hence, training an ensemble of classification
algorithms with the new constructed features results in increased compu-
tation time.

It is evident that evaluating a population of individuals with five trees
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Figure 6.3: The convergence plot to compare MFCEC and the four existing
WGP-5 with NB, SVM, k-NN, and J48, respectively.

requires more time as compared to evaluating a population of individuals
having one tree. Moreover, similar to WGP-5, during the evolutionary
process, the same-index crossover/ mutation is applied on four trees which
has more computational complexity, thereby takes more time as compared
to the simple crossover in case of the single-tree approaches. Although
MFCEC is more expensive as compared to WGP-5, it takes only 9.6 and 7.7

minutes on average to evolve a binary class solution on PH2 and Dermofit
dataset, respectively. With these trained methods at hand, they take only
6.8 and 11.3 milliseconds on average to provide a label for an unseen skin
image as melanoma or benign.

For multi-class classification, similar to WGP-5, Figure 6.4(a) depict
that training a dataset with ten classes (Dermofit dataset) increases the
computation time by many folds as compared to training a dataset with
three classes (PH2 dataset). Since multi-class classification methods re-
quire more training time as compared to binary classification methods,
this behavior can easily be observed while comparing Figure 6.4(a). For
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(a) Training (b) Test

Figure 6.4: The average computation time for binary classification using
WGP-4, WGP-5, EGP-4, and EGP-5 approaches on the two skin cancer
image datasets.

illustration, PH2 and Dermofit require 36.95 seconds and 15.1 hours on av-
erage to train an ensemble of classifiers in MFCEC, respectively. However,
a label can be provided to a test image in fractions of a second using these
trained models. For example, PH2 and Dermofit require only 9.8 and 25.4

seconds on average to test an unseen image in a multi-class classification
task as shown by the test time depicted in Figure 6.4(b).

6.5.3 Analysis of an Evolved GP Program

GP has the ability to evolve models that can be interpretable. To anal-
yse why MFCEC can achieve good performance, we show a good evolved
GP individual in Figure 6.5. This individual is taken from the PH2 exper-
iments for the binary classification task producing highest training per-
formance. It has five trees evolved using the five types of features: a)
Wavelet, b) LBPRGB, c) LBPGray, d) LesionColor, and e) LesionShape. These
constructed features achieved 100.0% fitness produced by the ensemble
classifier, where SVM produced 99.33%, J48 produced 99.83%, and RF pro-
duced 100% accuracy on the training data. Hence, selecting the highest
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Figure 6.5: A good MFCEC evolved individual on the PH2 dataset in the
binary classification task producing 100% accuracy on the test data.

performing RF model when applied to the test data, produced 100% accu-
racy on the test data. In Figure 6.5, colored nodes represent terminals (each
color represents one type of features) and white nodes represent functions.

With the ability of feature construction, GP plays a vital role in dimen-
sionality reduction. From the evolved GP individual shown in Figure 6.5,
GP has selected only 6 features from a total of 416 wavelet features, only 2

features from the 177 LBPRGB features, only 3 features from the 59 LBPGray

features, only 3 features from the 12 LesionColor features, and 3 features
from the 11 LesionShape features. The wavelet texture-based features ap-
pearing in a tree of the GP individual shown in Figure 6.5(a) are listed in
Table 6.4. The following conclusions can be derived from this table:
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• three out of the six features belong to the nodes from the third level,
which indicates our use of three-level wavelet decomposition as fur-
ther decomposition may not obtain informative features for the pur-
pose of classification,

• texture features extracted from all the four color channels are se-
lected to construct this informative constructed feature,

• the selected features are derived from both the low and the middle
frequency channels as shown by the node column in Table 6.4, and

• among the eight statistical measures, norm, kurtosis, and entropy are
prominent selected features.

Moreover, the sub-trees “cos(W13×W349)” and “(W116 / W124) / W124”
appear twice and thrice, which shows the potential of these sub-trees get-
ting selected multiple times to construct this informative wavelet-based
constructed feature.

Among the LBPRGB and LBPGray features, the constructed features
shown in Figure 6.5(a) and (b) selected prominent LBP patterns corre-
sponding to corners, edges and flat areas in these skin lesion images.
Edges and corners identify various visual patterns such as streaks, blobs
and pigment network inside a lesion area, whereas flat areas identify blue
whitish veil and regions inside the blobs in the skin images. Therefore,
these GP trees have selected prominent LBP patterns corresponding to sig-
nificant visual characteristics of the skin lesions to build even more infor-
mative constructed features.

The LesionColor tree in Figure 6.5(c) is built from three features L3, L7,
and L11 which correspond to variance of red color channel (σR), ratio be-
tween mean of red and mean of blue color channels (µR

µB
), and ratio be-

tween mean of blue color channel of lesion area and mean of blue color
channel of skin area µB

µB
. They are combined in simple arithmetic operators

to produce a significant constructed feature. In addition, the mathemati-
cal expression “L3 × (L11 × sin(L7))” appears twice which shows that this
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Table 6.4: Wavelet features appearing in the GP individual shown in Fig-
ure 6.5(e).

Feature Measure Channel Level node

W13 Norm Green 0 −
W116 Kurtosis Red 3 3.4

W124 Kurtosis Red 3 3.1

W278 Entropy blue 2 2.4

W206 Entropy Green 3 3.3

W349 Norm Luminance 1 1.1

sub-tree captures significant information. In the LesionShape tree as shown
in Figure 6.5(d), S0, S2, snd S8 correspond to area of the lesion, greatest
diameter, and the difference between greatest and shortest diameter of the
lesion region, respectively. The lesion area, greatest and shortest diameter
are vital in capturing the shape of the lesion. Here, rather selecting short-
est diameter as individual feature, GP selected the difference of the great-
est and shortest diameter, thereby incorporating important hand-crafted
features effectively in evolving the LesionShape tree. These border shape
features can hugely assist the dermatologist in real-time situations by pro-
viding significant knowledge about the lesion geometrical properties and
hence, making a diagnosis much easier. Hence, the feature selection and
construction ability of GP has provided discriminative constructed fea-
tures as input to the ensemble classification algorithm contributing signif-
icantly to achieve promising results.

6.5.4 Comparisons between WGP-5 and MFCEC on the se-

lected wavelet features

Since wavelet features have shown promising ability in improving the per-
formance of skin cancer image classification, we are also interested to an-
alyze their evolved constructed features in WGP-5 and MFCEC methods.
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A good evolved individual by WGP-5 has been discussed in Section 5.6.3
on page 162. In Chapter 5, Figure 5.13(a) on page 165 represents the con-
structed feature using the wavelet features in the WGP-5 method. A good
constructed feature evolved from the wavelet features in the MFCEC en-
semble method has been shown in Figure 6.5(a).

While comparing the two features constructed from the wavelet fea-
tures in Figure 5.13(a) and Figure 6.5(a), we see that MFCEC evolved big-
ger tree as compared to WGP-5. For illustration, the MFCEC wavelet fea-
ture, as shown in Figure 6.5(a), has 16 terminal nodes and 15 function
nodes, whereas the WGP-5 wavelet tree, as shown in Figure 5.13(a), has
8 terminal nodes and 5 function nodes. However, the number of selected
features in the WGP-5 wavelet tree is more than the number of selected
features in MFCEC. The WGP-5 wavelet tree has selected eight features,
whereas the MFCEC wavelet tree has selected six features. The MFCEC
wavelet tree, with a smaller number of selected features while evolving a
bigger tree than WGP-5, has many features and sub-trees appearing mul-
tiple times in this tree. As discussed in Section 6.5.3, MFCEC has used the
effective sub-trees multiple times to make it more useful in distinguishing
different types of images.

Furthermore, the details of these selected wavelet features by WGP-
5 and MFCEC have been listed in Tables 5.5 and 6.4. These tables have
shown the statistical measure each feature represents, the color channel
from which each feature has been extracted, the level of pyramid struc-
tured wavelet decomposition, and the node in a level. We have reached
the following conclusions by comparing these two tables: 1) the MFCEC
wavelet tree has selected features from all the four color channels, whereas
the WGP-5 wavelet tree has selected features from only two color channels
(blue and luminance), 2) both the trees have selected Kurtosis, norm, and
Entropy measures which demonstrates their higher discriminating abil-
ity than other five statistical measures for skin image classification, and
3) both the trees have selected wavelet features from all the three levels
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which proves that decomposing wavelets till third level is necessary to in-
corporate informative features. In conclusion, MFCEC tries to evolve gen-
eral features (not tailored to a single classification algorithm) and, hence,
searches the search space more to include features from all the four chan-
nels and all the three nodes of wavelet coefficients.

6.5.5 Feature Appearance in CFs of MFCEC

We have also explored and analyzed the intrinsic ability of GP to feature
selection in the evolved GP trees of the MFCEC method. Figures 6.6 and
6.7 show the bars for the average number of times each feature appears
in the constructed features among the 30 GP runs in the Dermofit exper-
iments for binary and multi-class classification with ensemble classifiers,
respectively.

It is evident from these plots that some features are selected more fre-
quently as compared to the other features, e.g., W8 and W216, the two
features among the wavelet features in Figure 6.6(a) appears almost four
times and three times as frequently as the other 414 wavelet features. Simi-
larly, C154,G2, L11 and S10 have the highest frequency of occurrence among
the LBPRGB, LBPGray, LesionColor, and LesionShape features as shown in Fig-
ures 6.6(b), (c), (d) and (e), respectively. We have seen a similar pattern
while having a closer look at Figure 6.6 for the multi-class classification
task in the Dermofit experiments, where these features have also been se-
lected more frequently than other features. This shows that these features
have significant discriminative ability between classes, not only for binary
classification task but also for multi-class classification.

Among the wavelet features, Figure 6.6(a) and 6.7(a) show that W13,
and W216 have the most frequency of occurrence. W13, which represents
the norm statistical measure calculated from the green color channel of the
original image, has also been selected by the evolved program shown in
Figure 6.5(a) where it has appeared two times. W216 represents the kurtosis
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statistical measure calculated from the green color channel of the third
level wavelet coefficients. This demonstrates that even at the third level of
wavelet coefficients, the features have good discriminating ability between
different types of skin images. Tables 5.5 and 6.4 list the details of the
selected wavelet features in good evolved GP individuals of WGP-5 and
MFCEC, respectively. A closer look to these tables provide evidence of
norm and kurtosis statistical measures being more prominent.

Among the LBPRGB features, 6.6(b) and 6.7(b) show that C76 and C154

are selected more frequently, around four times more, than most of the
other 175 LBPRGB features. These features represent edge texture pat-
tern in LBP which is effective in identifying streaks, blobs, pigmented net-
works, and regions with abrupt color change within the lesion region. We
have found that C154 has also been selected by a good GP tree shown in
Figure 3.10 on page 105 in 2SGP-E, the two stage GP embedded feature
selection and construction method in Chapter 3, where C154 has been se-
lected four times in the GP tree. A detailed analysis ofC154 LBPRGB feature
can be found in Section 3.6.3 on page 104 with graphical illustrations ear-
lier provided in Figures 3.11 and 3.12.

Among the LBPGray features, G58 which is the last feature in the
LBPGray feature set has shown good discriminating ability between classes
by getting selected most frequently in both the binary and multi-class clas-
sification tasks of WGP-4 on the PH2 dataset as shown in Figures 5.16 and
5.17, respectively. Similarly, on the Dermofit dataset, G58 occurred most
frequently in WGP-5 for multi-class classification task as shown in Figure
5.18. However, this pattern is not shown in MFCEC by LBPGray features.
But still G58 has been selected roughly two times compared to almost half
of the LBPGray features in both the binary and multi-class classification
tasks on the Dermofit dataset as shown in Figures 6.6(c) and 6.7(c), respec-
tively.

Among the LesionColor features, L10 corresponds to µB
µB

, which shows
the ratio between mean of blue color channel of the lesion region and its
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surrounding skin region. This feature has shown the highest frequency in
both the binary and multi-class classification tasks as shown by Figures
6.6(d) and 6.7(d), respectively. This pattern is similar to WGP-4 and WGP-
5 as shown in Figures 5.16(c), 5.17(c), and 5.18(c).

Among the LesionShape features, S11 which corresponds to asymmetry
index, is the most prominent and appeared twice as compared to the rest
of the LesionShape features. This trend has been observed in both the bi-
nary and multi-class classification tasks as shown in Figures 6.6(e) and
6.7(e). Asymmetry index of lesion is computed based on the major and
minor asymmetry indices, hence, asymmetry index itself is a handcrafted
constructed feature which include useful border shape geometrical infor-
mation to differentiate different types of skin cancer images. It is the most
important clinical property in the ABCD rule [125], and our evolved pro-
gram in MFCEC confirms this as well. We have observed that this feature
has been selected by all our methods described in previous chapters. It has
been picked by EGP-4 as shown in Figure 4.5(d) on page 127. In Chapter 5,
this is again the most selected feature in WGP-4 and WGP-5 as discussed
in Section 5.6.5 on page 168, and Section 5.6.5 on page 170. We can con-
clude here that asymmetry index is the most prominent feature in all our
methods including EGP-4, WGP-4, WGP-5, and MFCEC.

6.6 Chapter Summary

This chapter has developed an ensemble classification method based on
GP for feature construction to solve the complex task of skin cancer image
classification. The method constructs new powerful features from the pre-
extracted texture, color, frequency-based, local and global features. These
new constructed features when being provided to an ensemble of classi-
fiers in a GP framework result in generating good trained models. The
results have revealed that the constructed features generated for build-
ing the ensemble of classifiers have more distinguishing ability between
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(a) Wavelet (b) LBPRGB (c) LBPGray

(d) LesionColor (e) LesionShape

Figure 6.6: The average frequency of features in trees (the CFs) of MFCEC,
each generated with one set of features on the Dermofit dataset in the bi-
nary classification task.

classes as compared to constructed features generated for a single classi-
fier. The proposed method is evaluated on two benchmark real-world skin
image datasets. The experimental results have revealed that the proposed
algorithm has shown better or comparable performance than two existing
GP approaches. Moreover, the proposed algorithm has significantly out-
performed three state-of-the-art convolutional neural network methods,
and ten commonly used classification algorithms. The proposed method
has significantly outperformed all the existing GP approaches developed
in Chapters 3 and 4. In comparison to the state-of-the-art CNN methods
for the two datasets, the proposed method has produced significantly bet-
ter results. Moreover, the proposed method significantly outperformed
the commonly used classification algorithms (NB, SVM, k-NN, J48, and
MLP) and ensemble methods (RF, Bagging, AdaBoost, LogitBoost, and
RandomCommittee). Since the evolved individual that is considered as a
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(a) Wavelet (b) LBPRGB (c) LBPGray

(d) LesionColor (e) LesionShape

Figure 6.7: The average frequency of features in trees (the CFs) of MFCEC,
each generated with one set of features on the Dermofit dataset in the
multi-class classification task.

set of constructed features are interpretable, the insights of good evolved
constructed features have identified important features selected from the
original set of features. This information can be helpful to dermatologists
in making a diagnosis.

Although the proposed method has achieved very good results, its per-
formance can be increased by generating more constructed features and
investigating a suitable number of constructed features. Selecting only
prominent constructed features, e.g. measuring their information gain,
and providing those selected constructed features to the ensemble clas-
sifiers may improve results and will be investigated in the future. The
computation time for the Dermofit dataset in the multi-class classification
task is very high. An alternative method which can provide good results
while using less training time is still needed to be explored.



Chapter 7

Conclusions

This chapter concludes the discussions of this thesis, highlights the main
contributions and outlines directions for future work.

The overall goal of this thesis was to develop a new genetic program-
ming (GP) based approach to skin cancer image classification by utilizing
GP to evolve programs that are capable of automatically selecting promi-
nent features, constructing new high-level features, interpreting useful
features which can help dermatologist to diagnose cancer, and are robust
to skin images captured from specialized instruments and standard cam-
eras. This goal has been successfully achieved by developing a number
of new GP methods incorporating various types of texture, color, local,
global, and frequency based features to automatically select and construct
new high-level features that have increased discriminating ability com-
pared to the full set of features extracted by different methods. The pro-
posed methods have been evaluated on two real-world skin cancer image
datasets and compared with existing state-of-the-art methods. The exper-
imental results show that the newly proposed methods in this thesis have
achieved significantly better performance than the previous state-of-the-
art methods. The interpretability of the evolved models has validated the
importance of particular clinical features in skin cancer diagnosis.

201
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The rest of this chapter provides conclusions for the individual objec-
tives and outlines the key findings from each contribution chapter and
outlines some potential research directions for future work.

7.1 Achieved Objectives

This thesis has achieved the following objectives:

• Proposes new two-stage GP methods for feature selection and construc-
tion in skin cancer image classification. The first method is an embed-
ded based feature selection and construction approach, whereas the
second method is a wrapper based feature selection and construc-
tion approach. These methods employed feature selection in stage-
1 to select features from the original set of features, and employed
feature construction in stage-2 to construct new high-level features
from the selected features. These selected and constructed features
are used to form a single feature vector which is given to the classifi-
cation method for classification. The second method achieves better
classification performance than the first method but uses longer com-
putational time. The second method can solve binary and multi-class
classification problems, whereas the first method can only solve bi-
nary classification problem. The selected and constructed features
together have shown ability of GP to help common classification
methods achieve better performance compared to using the full set
of features. These methods constructed new features from the GP
selected features, using the feature selection ability twice, resulting
in more useful constructed features.

• Proposes two novel embedded feature selection methods using multi-
tree GP (MTGP) for skin cancer image classification. The first
method uses balanced accuracy as a fitness function, whereas the
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second method adopts a weighted fitness function and provides sig-
nificantly better results than the first method on both skin cancer
datasets. These methods can identify a suitable way of incorporat-
ing various local and global features extracted from skin cancer im-
ages. These different types of features are provided to MTGP by us-
ing suitable same-index-crossover/mutation. These methods have suc-
cessfully demonstrated the ability to utilize the MTGP representa-
tion for melanoma detection by significantly outperforming all the
single-tree GP methods. The methods evolve classification models
to effectively and efficiently discriminate “malignant” from “benign”
images. These methods have identified an interesting behavior for
selecting a suitable feature extraction method for a particular type of
images captured from a specific instrument. Both methods show that
the local pixel-based features have a strong ability to classify der-
moscopy images, whereas the global color variation and the domain-
specific shape features are prominent for classifying standard camera
images.

• Proposes two MTGP based wrapper methods for multiple feature
construction in skin cancer image classification. The two methods
can construct multiple features where each feature is generated from
a single type of features. The first method utilizes only texture and
color features to generate new features, whereas the second method
also utilizes multi-scale properties of frequency based wavelet fea-
tures in addition to texture and color features. Both the methods
have provided good results for both the melanoma detection and
multi-class classification tasks, where the second method signifi-
cantly outperforms the first method. The second method demon-
strates that wavelet based texture features have the best potential for
both the dermoscopy and the standard camera images.

• Proposes a new GP method to construct multiple features by an ensem-
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ble approach for skin cancer image classification. The method uses
a multi-tree GP representation to construct new features to train
an ensemble of classifiers. The experimental results demonstrate
that the constructed features generated for an ensemble of classifiers
have better discriminating ability between the different classes of
skin cancer images than the constructed features generated for a sin-
gle classifier. The method, evaluated on two benchmark real-world
skin image datasets, shows its effectiveness by significantly outper-
forming existing GP approaches, state-of-the-art convolutional neu-
ral network methods, and commonly used classification and ensem-
ble methods. The method provides interpretable constructed fea-
tures that show the selection of critical clinical features to provide
improved classification performance. With these trained classifica-
tion models at hand, a label is predicted for an unseen image in frac-
tions of a second.

7.2 Main Conclusions

Overall, this thesis finds that GP has good potential to address the problem
of skin cancer images for classification by automatically selecting, from
a number of extracted features, the prominent features and constructing
new, more informative features. Most of the newly proposed methods
in this thesis have successfully provided better classification performance
than the prior state-of-the-art algorithms. The main conclusions are drawn
from each of the four contribution chapters (Chapter 3 through Chapter 6)
for the four research objectives are presented and discussed in this section.
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7.2.1 Two-stage Feature Selection to Improve Classifica-

tion Performance

Chapter 3 proposes two new GP based feature selection and construction
algorithms, where one method is an embedded feature selection and con-
struction approach and the second method is a wrapper approach. The
feature selection in the first stage reduces the number of features in the sec-
ond stage, hence, reducing the search space of feature construction yield-
ing better constructed features which help improve the performance of
skin cancer image classification.

Two-Stage GP

The two-stage GP based embedded feature selection and construction
method is proposed in this thesis. It is found that employing multiple
stages to select prominent features and construct new high-level features
results in better classification performance compared to the traditional ap-
proach of feature selection in a single stage.

Since the full set of features includes redundant or irrelevant features,
feature selection helps eliminate them. The second stage picks features
from the selected features picked in the first stage has provided better
classification performance compared to using all features. Moreover, new
features constructed from the selected features and not from the complete
set of features have more potential to discriminate between classes. This
is mainly because the search space is smaller, hence, it is easier to find
optimal solutions.

Embedded versus Wrapper Algorithms

This thesis finds that two-stage wrapper based feature selection and con-
struction achieves better skin cancer image classification performance than
embedded approaches. However, wrappers are computationally more ex-
pensive than embedded approaches. The performance of wrappers de-
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pends on the classification algorithm used during the feature selection and
construction process. Simple classification algorithms such as NB and k-
NN, take less time but cannot achieve better results than complex algo-
rithms such as SVM and MLP.

7.2.2 Multi-tree GP for Embedded Feature Selection

This thesis designs a multi-tree GP based embedded feature selection ap-
proach to effectively incorporate different sets of features with color and
texture, as well as local and global characteristics of skin images. In this
embedded approach, each tree is considered as a binary classifier. Mixing
different sets of features with different image properties results in poor
classification performance. This thesis develops a multi-tree GP approach
to effectively evolve each tree based on one set of features to improve the
classification performance. Therefore, each tree picks the most prominent
features in one set of features and discards the irrelevant or redundant
features in that set of features, thereby improving the classification perfor-
mance.

Single-tree versus Multi-tree GP

It is found in Chapter 4 that single-tree GP based embedded feature selec-
tion methods cannot provide good classification results. Using either all
the sets of features with texture, color, local and global features, or a single
set of features, in single tree GP cannot achieve good classification perfor-
mance. This thesis proposes using multiple trees to handle each type of
feature in a single tree which helps improve classification accuracy.

Fitness Function

This thesis proposes a new weighted fitness function, where the weights
are assigned based on the classification accuracy of each tree in one GP in-
dividual. Using this fitness function, trees inside a GP individual influence
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each other’s performance and interact during the evolutionary process,
increasing their classification performance. This thesis finds that using a
weighted fitness function provides better classification accuracy than us-
ing the average accuracy of the GP trees as a fitness function.

Domain Independent and Domain Specific Skin Image Features

GP can use different types of features concurrently. Chapter 4 uses four
sets of features: two domain independent and two domain dependent.
LBP features extracted from gray and color channels are the two domain
independent feature sets. Lesion color variation and geometrical border
shape features are the two domain dependent feature sets. This thesis
has identified that using a single type of features does not provide suf-
ficient information to discriminate against different skin cancer images.
Therefore, GP has successfully included useful information from both the
domain specific and domain independent features in a suitable way that
helps improve classification performance.

Specialized versus Standard Cameras to Capture Skin Images

Though single tree GP did not achieve good performance, they identified
an interesting behavior to classify images captured from the standard cam-
era and specialized instruments. LBP color features (namely LBPRGB) pro-
vide the highest discriminating ability between images of different can-
cer types captured from specialized instruments compared to other types
of features. On the other hand, lesion color variation features (namely
LesionColor) have the most potential to discriminate between images cap-
tured from a standard camera.

7.2.3 Multi-tree GP for Wrapper Feature Construction

This thesis proposes two multi-tree GP based multiple feature construc-
tion (WGP-4 and WGP-5) methods in a wrapper approach. WGP-4 utilizes
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four set of texture and color as well as local and global features whereas
WGP-5, in addition to the four sets of features in WGP-4, uses a fifth set
of frequency based wavelet features extracted from three-level pyramid
structured wavelet decomposition to encompass detailed internal struc-
ture and global properties of skin cancer images. The experimental results
show that the proposed methods have outperformed existing multi-tree
GP embedded methods (proposed in Chapter 4), and commonly used ma-
chine learning classification algorithms. In addition, the proposed meth-
ods in Chapter 5 have provided improved classification performance on
both datasets compared to the state-of-the-art skin cancer image classifica-
tion methods.

Wavelet based Texture and Color Features

The goodness of utilizing wavelet features is evident while comparing the
results of WGP-4 and WGP-5 methods. WGP-5 adds wavelet features to
the previous WGP-4 method and constructs five new high-level features
that have shown increased skin image classification performance. WGP-
5 shows an increase of around 6% on the difficult task of classifying ten
types of skin cancer, i.e., a 10-class classification problem.

Interpretability of Constructed Features in WGP-4 and WGP-5

This thesis has explored the interpretability of constructed features to
identify prominent features for skin cancer image classification. Some
LBP patterns showing corners, edges, and line ends are selected in the
evolved features which correspond to presence of streaks and blobs in
skin images. Moreover, this thesis analyzes the frequency of features in
the constructed features which shows that particular features occur more
frequently (twice, thrice or even four times) as compared to the other fea-
tures. This thesis digged deeper into the details of these prominent fea-
tures to analyze how well they try to include information of a clinical fea-
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ture such as streaks, border edges, etc.

7.2.4 Ensemble Classification with Multiple Feature Con-

struction in Multi-tree GP

This thesis proposes the first multi-tree GP based multiple feature con-
struction method for an ensemble of classifiers (MFCEC). When provided
to an ensemble of classifiers in a GP framework, the newly constructed
features result in generating well-trained models during the evolutionary
process. The results in Chapter 6 demonstrate that the constructed features
generated for an ensemble of classifiers have more potential to discrimi-
nate between classes than the constructed features generated for a single
classifier. In other words, more informative features can be constructed
when the accuracy of an ensemble of classifiers is used to evaluate their
goodness as compared to the accuracy of a single classifier.

Interpretability of Constructed Features in MFCEC

By analyzing the evolved constructed features, this thesis validates
the importance of asymmetry property of skin lesions. The domain
specific feature, “asymmetry index”, is found to be selected almost twice as
compared to other handcrafted domain specific features, which shows its
potential for generating useful evolved features. With the interpretability
of GP programs, this thesis confirms that asymmetry is a crucial hand-
crafted feature in diagnosing skin cancers.

In summary, this thesis develops several methods to provide effective
and efficient feature selection and feature construction strategies to im-
prove the classification accuracy for the complex task of skin cancer image
classification. The exiting approaches to skin cancer image classification
have not studied feature selection and construction to improve the classifi-
cation performance of their methods. This thesis validates the importance



210 CHAPTER 7. CONCLUSIONS

of utilizing domain specific knowledge as well as domain independent
knowledge in producing good results for skin cancer image classification.
Moreover, features extracted from both the gray-scale images and color
images have been shown to have good information necessary to distin-
guish between images of different types of cancers. This thesis has further
explored the use of frequency based features along with other types of
features, which helped improve the classification accuracy. With the help
of interpretable GP programs, this thesis has identified important features
and associate their textural patterns with skin cancer characteristics such
as streaks, blobs and globules. This is a vital contribution to the field of
skin cancer image classification. This thesis has produced the best results
for the binary classification task, mainly melanoma detection, by achiev-
ing 100% average accuracy on both datasets. For the multi-class classifica-
tion task, this thesis significantly outperforms existing GP methods, state-
of-the-art methods, and the commonly used classification and ensemble
methods.

7.3 Future Work

Finally, this section provides some possible research directions for future
work.

7.3.1 Feature Extraction Using GP for Skin Cancer Image

Classification

This thesis has extensively investigated the feature selection and feature
construction abilities of GP for providing effective and efficient solutions
to skin cancer image classification. However, this thesis is based on exist-
ing feature extraction methods to extract features from the raw pixel val-
ues in the images. It will be interesting to investigate GP to directly extract
features from skin images for feature selection and construction. Since
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these skin images are large in size, proposing feature extraction methods
using GP, which are not computationally expensive, needs careful consid-
eration.

1. It would be interesting to incorporate skin cancer detection opera-
tors in the function set of GP to extract informative features. New
operators for cancer detection can be proposed aiming at identifying
essential characteristics of cancer type present in the image. An ap-
propriate set of operators may include directional Gabor filters, Har-
ris Laplace, Differential of Gaussian and Laplacian functions, which
will help in evolving discriminative features. Such spatial opera-
tors are good at highlighting rapid intensity change. Moreover, fre-
quency and orientation representations of Gabor filters are found to
be particularly appropriate for texture representation and discrim-
ination, which targets at identifying the vital characteristics of skin
cancer images. This thesis has demonstrated the potential of wavelet
features for generating useful constructed features. Hence, using Ga-
bor filters in the GP function set will be interesting to investigate in
the future.

2. Skin images come with various artifacts. GP can be designed as a
pre-processing step to deal with noise (such as hair, illumination, and
gel) in skin cancer images. In the previous systems, a pre-processing
step for hair removal and illumination correction is essential [170].
A GP based denoising method where GP applies an automatically
generated filter to the lesion region may help extract informative im-
age features. For real-world images, how to reduce noise without
losing discriminative features is a challenging task and still requires
research.
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7.3.2 GP for Region Detection in Skin Cancer Image Clas-

sification

An image often cannot be fed directly into a classifier because of the
amount of data in each image; therefore, a feature or a set of features is
extracted from full images [131]. An image consists of millions of pix-
els, so reducing the enormous amount of data is an integral part of image
analysis; this can be achieved by region detection and extracting features
from the detected regions. In dermoscopy images, region detection plays
a fundamental role in extracting important clinical features such as atypi-
cal pigment networks, globules, and blue-whitish veils present in selected
regions of the lesion and do not cover the whole lesion area. Identifying
such features can potentially enhance the classification performance.

1. Lesion segmentation [132] and border detection [4, 66] have been ex-
tensively used in skin cancer image classification; however, region
detection for extracting prominent features have not been investi-
gated. A GP based region detection system that selects important re-
gions from dermoscopy images and then extracts features from those
regions will be interesting to explore in the future.

2. A strongly typed GP system can be helpful in defining the appro-
priate shape and size of the region from which features are to be ex-
tracted. Using various shapes for region detection that correspond
to the shapes of clinical features, are required for proper feature ex-
traction. Moreover, the size of the features varies across the lesion
area; for example, some blobs have bigger sizes than others, while
the pigment network is present in a small diagonal area in one corner
of the lesion. With GP’s ability to dynamically select various kinds of
shapes with different sizes, this system is expected to extract better
features than human crafted features.

3. This thesis has explored both color and gray image spaces for ef-
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fective feature selection and construction. These GP methods can
be extended where different image spaces target to extract different
properties of cancerous lesions to achieve better performance. Ac-
cording to the 7-point checklist method [24], the color characteris-
tic is vital in distinguishing various classes of skin cancer. Without
using color spaces, the regions prominent for blue-whitish veil and
presence/absence of various colors (white, red, light-brown, dark-
brown, blue-grey, black) cannot be properly extracted.

7.3.3 Multi-objective (MO) GP for Skin Cancer Image

Classification

In skin cancer images, cancer may or may not be spread across the whole
area of the mole. Moreover, it may not lie in one part or corner of the image
and might be found in different regions. Therefore, there might be mul-
tiple important regions that only have cancer present in them. Therefore,
detecting those regions helps to classify the image as cancer or non-cancer.
Since a different number of regions may achieve the same classification ac-
curacy, the minimum number of regions is desired. Therefore, it is a multi-
objective problem where multiple objectives are to minimize the size of the
region(s) and maximize the accuracy.

1. A multi-objective GP (MOGP) method for image classification can
be explored with the objectives of maximizing the classification accu-
racy, minimizing the size of the detected regions, and minimizing the
complexity of the evolved programs. In a multi-objective approach,
a single MOGP experiment can evolve multiple solutions that show
a trade-off between different objectives, allowing doctors to choose
between these solutions depending on their preferences.

2. For multi-objective diagnostic classification, the members of the
Pareto-optimal set correspond to operating points on an optimal re-
ceiver operating characteristic curve, whose performances describe
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the limiting sensitivity-specificity trade-offs that the classifier can
provide for the given training dataset [61]. Binary classifiers con-
sider two conflicting objectives: 1) Sensitivity describing how well
they classify the abnormal/diseased cases, and 2) Specificity describ-
ing how well they classify the normal/non-diseased cases. There is a
trade-off between these two objective functions, and it is not always
possible to simultaneously improve both the sensitivity and speci-
ficity.

3. With the promising results shown by the multi-tree approach in this
thesis, it can be extended for MO approach where each tree in an
evolved program targets two or more objectives mentioned above
while performing multi-class classification. A multi-objective ap-
proach to multi-class classification using multi-tree representation
can be explored simultaneously to achieve better performance on
multiple objectives. More specifically, for each type of disease, each
tree targets to maximize classification accuracy, minimize the size of
the evolved program, and minimize the number of detected cancer
regions.

7.3.4 GP using knowledge transfer in Skin Cancer Image

Classification

Transfer learning or knowledge transfer is a promising approach to solv-
ing complex image classification tasks such as dermoscopic images, by
utilizing the knowledge learned from more straightforward tasks such as
Imagenet dataset [124]. In image analysis, GP with knowledge transfer has
shown improved performance [90], where two crucial aspects of transfer
learning in GP have been studied: “what to transfer”, “how to transfer”,
and “when to transfer”. These mainly address whether transfer subtrees
from the evolved program or the whole tree is crucial in the learning pro-
cess. Moreover, how much knowledge transfer (where features are based
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on local, global, color and gray scale information) is essential while main-
taining good classification performance.

1. A feature representation using GP for the target domain can be inves-
tigated where knowledge used to transfer across domains is encoded
into the feature representation. With this new feature representation
having knowledge learned from the source domain, the performance
of the target task is expected to improve significantly.

2. To investigate knowledge transfer between different cancer domains
such as using the whole trained model or subtrees generated for
one cancer domain to classify the instances of another cancer do-
main under the assumption that both of the domains, e.g., dermo-
scopic images (skin cancer) and mammograms or breast tissue im-
ages (breast cancer) are related may achieve improved classification
performance.
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border detection in dermoscopy images using dynamic program-
ming. Skin Research and Technology 17, 1 (2011), 91–100.

[5] ABBAS, Q., EMRE C., M., AND FONDÓN, I. Computer-aided pat-
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