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Abstract

Modern electrical networks are transformed through the use of intermit-
tent sources of energy, such as small-scale photovoltaic installations and wind
turbines. By reducing the carbon footprints associated with centralised power
grids, they are made more vulnerable to contingent under-frequency events.
The renewable energy sources can’t provide the required rotational inertia to
make the power grid’s frequency stable and to be able to assist in restoring the
frequency. In New Zealand, Transpower (system operator) is responsible for
normalising the frequency in case of contingent events to avoid blackouts in
the networks.

In case of contingent events in power grids, additional power must be de-
livered to the networks with the use of primary frequency support systems.
Internationally these systems are represented by under loaded power plants,
where power output can be adjusted by controlling the primary governor out-
put. This approach incurs no-load running costs and to avoid these costs gen-
eration units should be maintained at rest. The most efficient and technically
feasible solution is to use synchronous generators that are already present in
the power grids or can be additionally delivered to the grids as stand-alone
units. However, with the use of the traditional synchronisation method, the
generators cannot be synchronised with power grids in a short timeframe (up
to 10 s in some countries).

To overcome this disadvantage, a novel synchronisation approach should
be designed to synchronise synchronous generators from rest of the electrical
networks. This thesis proves that it can be achieved by a ballistic synchro-
nisation approach (and then the improved 2-stage ballistic approach), which
computes and follows an acceleration trajectory which simultaneously syn-
chronises both phase and frequency. To achieve this fast acceleration a novel
environmentally friendly small-scale compressed air energy storage (ss-CAES)
system has been designed. This system utilises a hydraulic drivetrain which
transmits very high torque directly to the shaft of a synchronous generator,
thus enabling its rapid acceleration.

The hydraulic drivetrain is composed of a proportional throttle valve and
a variable-displacement hydraulic motor. The central controller from National
Instruments outputs a voltage that controls the opening of the proportional



valve. It changes the flowrate in the main hydraulic circuit, meaning that it
is possible to control the output torque and velocity of the hydraulic motor.
Since it is coupled to a synchronous generator, the control system can control
the dynamics of the drivetrain by changing its voltage output.

Computer simulations indicate that this approach enables very rapid syn-
chronisation of a model system to the grid in < 1.5 s at a 100-kW scale. The
modelling of the prototype helped to verify the control parameters of the sys-
tem before the implementation of the algorithm built into the hardware. It
should be noted that this model was simulated with the use of the correspond-
ing manufacturer’s data. To increase the accuracy of the mathematical model
and verify the control parameters, the system components were experimen-
tally characterised with the use of a ubiquitous high-speed data acquisition
system.

It resulted in a realistic and accurate mathematical model of the complex
electro-hydraulic system, despite the well-known challenges of modelling the
hydraulic domain. This model was utilised for the tuning of the control pa-
rameters of the system before its experimental testing. Experimental runs
confirmed the feasibility of the proposed acceleration and synchronisation ap-
proach for synchronisation from the rest of the generator in < 4 s.
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Chapter 1
Introduction

Renewable energy sources have the potential to reduce carbon footprints; how-
ever, they increase the pressure on the frequency of power networks, due to
their intermittent nature. It has the most noticeable effect during contingent
(under-frequency) events in electric networks since the renewable generation
units do not create the required inertia for grid stability [1]. From this perspec-
tive, energy storage systems are the most cost-efficient way to improve this
situation. This study investigates the use of rapidly accelerated synchronous
generation units driven by hydraulic drivetrains to reduce the effects of inter-
mittency in power grids, by providing a short duration - high power discharge
into the electrical network for its frequency recovery. A novel acceleration and
synchronisation control strategy is developed to reduce the synchronisation
time of synchronous generators, forming a unique energy storage system - an
ss-CAES system.

Existing power systems are facing serious transformations to deliver sus-
tainable energy in the most environmentally friendly manner. It is mainly
done with the use of intermittent sources of energy, such as solar panels (PV)
and wind turbines [2} 3]. Inevitably it affects the currently installed grids in
terms of components and most importantly stability. The main disadvantage
of modern generation units is that they make power grids more vulnerable
to frequency instabilities (due to their low inertia [1]]). It can lead to a quick
cascade failure (blackout) during an under-frequency event in the network.
Power companies are responsible for frequency restoration in power grids and
have to provide additional power to them [4]. In New Zealand, Transpower
(system operator) is responsible for the use of Instantaneous Reserves (IR) to
provide frequency support [5].

Modern IR systems incur idle costs since they operate all the time, and
mainly not under the most optimum conditions [6]. In order to make these

systems more efficient and cost-effective, it is required to find the best solution

1
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for IR systems that are at rest until called. Depending on the country, the time
requirements for these systems are different, but in New Zealand, IR systems
should start up within 1-6 s [7].

Another option to restore the frequency of the grid is the use of Interrupt-
ible Load systems (IL). Frequency stability in the grid means that demand is
equal to generation. IR systems are employed to increase generation, whereas
IL are used to decrease demand. Fast response IL systems can be disconnected
within 1s from the grid, to initialise its frequency recovery.

To increase generation and restore the frequency, a possible solution for
electrical engineers and power companies is the use of synchronous generators
that can be delivered to a power grid, or that are already in the system. In this
case, the primary challenge is their start-up and synchronisation time. With
the use of the conventional drivetrains and synchronisation approach, their
start-up time will exceed the time requirements for IRs [8]. Thus this gap in

the existing generation systems can be investigated further.

1.1 Motivation

In New Zealand, the power frequency is equal to 50 Hz with a +0.2 Hz band,
which plummets below the lower boundary in case of a contingent event [9]
(Fig. [I.I). At this moment, the System Operator (Transpower) calls upon IR to
restore generation and equalise it with a load. The synchronous torque drives
the power grid frequency back to 50 Hz level while the governor control pre-
vents frequency overshoot [10]. This approach requires the generation unit to
operate below its maximum capacity, hence geothermal, solar, wind, or tidal
sources could not be used as spinning reserves.

Transpower New Zealand employs two types of IR in order to respond
to contingent events in the network [11]. The first one is Fast Instantaneous
Reserves (FIR) which should start up within 6 s and generate power for 60 s,
while the second one is Sustainable Instantaneous Reserves (SIR) which should
start up within 60 s and be able to maintain their power supply for up to 15
mins. Not every existing approach for IR is suitable for Interruptible Load
(IL) application since their response times vary from ~ 20 s (pumped hydro
systems) to ~ 10 min (gas-turbines systems) [12].

It is well known that the overall stability of a power grid containing renew-
able energy sources, can be improved by incorporating electrical energy stor-
age (EES) systems within the network [13H16]. For instance, one of the tech-
nologies available in this market is Compressed Air Energy Storage (CAES).
Such plants represent "mega-engineering" projects (> 100 MW), require the
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Figure 1.1: Summary of the current arrangements in NZ for frequency recovery
following an under frequency event [7]

availability of vast underground caverns, and exhibit start-up times of ~5-10
mins. However, the first problem can be solved by using above-ground storage
vessels, which make this approach suitable for mobile energy storage systems.

Small-scale EES technologies like supercapacitors and electrochemical stor-
age systems have a response time of less than 1 s. However, their installation
in a power grid requires expensive power inverters [15, [17]. The alternative
approach is to employ a conventional three-phase synchronous generator cou-
pled to a high-torque fast start drivetrain, which will directly generate AC by-

passing a DC-AC conversion process.

1.1.1 Concept modular ss-CAES system for FIR frequency sup-
port

In this PhD project, a novel modular ss-CAES system will be investigated as
the most suitable solution for the above-described challenge. Taking into ac-
count the required rapid start-up of the system, a hydraulic motor was chosen
as a prime mover for a three-phase synchronous generator. There are multi-
ple advantages of employing a hydraulic motor-pump, such as its availability
“off-the-shelf”, very high power density (~ 1 MW per litre), high conversion
efficiency (> 92 %), rapid start-up (< 0.1 s), long service lifetime (> 10 years),
and low cost (NZ$15k per MW). The prototype was built in cooperation with
EHL Group, Taranaki, New Zealand and Australia.

Fig. depicts a block diagram of the 100 kW prototype ss-CAES system
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employed in this project, which employs a pneumohydraulic accumulator to
store energy in the form of compressed gas. When triggered, this stored en-
ergy is released, and pressure drives fluid through the hydraulic circuit. This
accelerates the hydraulic motor which is directly coupled to the shaft of a 4-
pole 3-phase synchronous generator. The acceleration profile is controlled us-
ing a hydraulic proportional throttle valve (Parker TDA016). This is a poppet
valve, in which the orifice size is controlled by the solenoid drive current. Such
proportional valves are relatively low cost but do not provide servo-control
of the orifice size. Instead, our approach employs feedback control based on
the generator’s phase, speed, and acceleration, which are measured using a
quadrature incremental position encoder installed on the shaft of the electrical
machine. A three dimensional model of the prototype system is shown in Fig.

IJ:I Only for the experimental ﬁl

testing
Pneumo-hydraulic
Hydraulic Power Unit accumulator 110 bar
(P=110 bar, Q=150 Ipm max)

Inline pressure sensor ® '@ Pressure sensor 1
y

Proportional

Control W ) W throttle valve

system Ay TDAO016 (NG16)

Pressure sensor 2 _@
Flow meter QD Encoder

Three-phase
circuit breaker

Variable
displacement
hydraulic motor

Synchronous Power Grid
generator 380V AC 380V AC
Pressure sensor 3

. Hydraulic tank
Figure 1.2: Schematic of the ss-CAES prototype.

The power capacity of this system is defined only by the sizing of the hy-

draulic motor and generator, which is different from other Energy Storage sys-
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.TRIO Motion controller.
2. NI controller.

3. Amplifier.

Figure 1.3: A three dimensional model of the ss-CAES prototype.

tems (ESSs). These single components represent a small fraction of total sys-
tem cost, so high power short time discharge systems can be implemented at
a significantly lower cost than parallel banks of batteries, super-capacitors, or
flywheel approaches. Very high pressures can be achieved in small pneumo-
hydraulic accumulator vessels, which leads to very high power density [18].
Hydraulic accumulators store energy by using a “liquid piston” to compress a
volume of gas [19].

The original idea was to design and build a IMW CAES system. This sys-
tem will be significantly larger and more expensive than the presented 100kW
prototype. However, some differences between these two systems exist. First
of all, a IMW generator might not be financially and technically feasible to
employ in the system, but rather two 500kW generators is a possible solution.
In terms of the powertrain, it will require to use four 250kW hydraulic motors
and gearboxes to transmit their torque to the generators. The amount of stored
air (gas) will also determine the size of the system, which will be a plant size
level, rather than being a mobile transportable solution. Considering the cost
implications, a decision was made to built a 100kW prototype to verify the
main principles of its operation.

To reduce the synchronisation time of the proposed electro-hydraulic driv-
etrains with synchronous generators, it is necessary to develop a new syn-
chronisation approach. The first step was made with the method called the
ballistic synchronisation approach [20} 21] by Dr Alan Wood and an MSc stu-
dent Patrick Chen from the University of Canterbury. However, the proposed
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Mathematical e Mathematical interpretation of the
synchronisation approach

mOde”ing * Preliminary modelling results

Prototype e Control valve parameterisation
expe rimental e Hydraulic motor characterisation
verification ¢ Updating the controller parameters

Expe rimental * Experimental synchronisation testing

verification Of ¢ Updating the controller parameters

. : * Experimentally verify the synchronisation
synchronisation approach

Figure 1.4: Testing approach for the verification of the synchronisation ap-
proach by employing the ss-CAES prototype.

method could not synchronise the synchronous generation unit with the power
grid, since the synchronisation windows were too short (5-8 ms). The cur-
rent research focuses on the improved ballistic method (also called the quasi-
ballistic or 2-stage ballistic approach) and will be further verified in the pre-
sented work.

1.2 Approach

Since there are two main components of the proposed frequency support sys-
tem, it is necessary to study both the electro-hydraulic drivetrain and the syn-
chronisation approach. The approach for the testing of the system is sum-
marised and presented in Fig.

The approach verification starts with its mathematical modelling. The model
at this stage is based on the written acceleration and synchronisation algorithm
and also includes the electro-hydraulic drivetrain for the synchronous gener-
ator. All components in the model are based on the available manufacturer’s
data. It makes it possible to mainly verify the feasibility of the derived mathe-
matical approach, rather than any control parameters of the system.

The next step in the experimental verification of the approach is drivetrain
characterisation. It starts with the experimental verification of the valve (de-
scribed in detail in Chapter , which took place in New Plymouth, Taranaki,
New Zealand. It was followed by updating the mathematical model of the pro-
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totype in order to estimate the dynamics of the motor before its experimental
testing.

The motor’s parameterisation took place at the EHL site in New Plymouth,
New Zealand (see Chapter [6). It is followed by the next stage of updating the
mathematical model to tune the central controller’s parameters to perform the
next synchronisation testing.

The first synchronisation test was done with the use of the logged volt-
age profiles from the mathematical model that were uploaded to the central
hardware controller. During this testing, there was no feedback fed from the
electro-hydraulic drive to the control system. These tests were performed to
verify the accuracy of the controller’s parameters.

The final testing of the synchronisation approach was performed with the
full control loop, including dynamic feedback from the generator to the control
system.

The system’s parameterisation comprises two steps - preliminary modelling
and its experimental verification. With a newly obtained experimental dataset,
it is required to update the model and rerun the simulations in order to pre-
dict the behaviour of the next tested component. With the continually updated
mathematical model, it is possible to update the controller parameters of the

system and utilise them later in the hardware built.

1.3 Research Statement and Objectives

The goal is to develop a cost-effective, environmentally friendly energy stor-
age system at 100 kW-1 MW scale that can provide frequency support during
contingent events in a grid. The presented system is an ss-CAES system which
employs a hydraulically driven synchronous generator. So far the primary ap-
plication for an ss-CAES system is an energy storage system for remote areas,
which is quite often combined with small wind or solar farms. These systems
are not employed for frequency support in power grids due to their long syn-
chronisation time (> 6 s for a 100-kW system); hence it is the novel and promis-
ing application of this type of systems. In order to synchronise the proposed
device with a power grid, a novel acceleration technique will be utilised. It is
based on the original ballistic synchronisation approach modified to provide
long enough synchronisation windows for a generator. This system will pro-
vide high power - short duration discharge, with a response time <1 s (6 s as
an FIR system) and maintain its power supply for 1 min (FIR) or up to 15 mins
(SIR).

The design of hardware elements and control algorithms for such systems
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requires the comprehensive initial modelling and analysis of a combination of
electrical, control, hydraulic, and pneumatic systems. The conventional ap-
proach for the design of an ss-CAES system is the calculation of their energy
capacity and simple electrical modelling of a DC-AC conversion process. This
thesis highlights a unique approach for modelling and design of a pneumohy-
draulic system which drives an electrical system. Furthermore, it starts from
the described isolated system (energy storage), and connects it to a power grid,
when this system becomes a generation unit for frequency support of the net-
work.

The biggest challenge is to invent a control approach that can rapidly accel-
erate and connect the system to a power grid in less than 6 s.

Our proposed acceleration technique fulfils the requirements for synchro-
nisation with a power grid (phase angle and frequency of the generator). The
control strategy is verified by the use of a computer model, followed by the
experimental validation of a 100 kW hardware prototype. The system is built
in collaboration with our industrial partner, EHL Group (Taranaki) [22].

To achieve this research statement, the following set of research objectives
was studied:

1. The proposed synchronisation approach (improved ballistic trajectory/
2-stage ballistic approach) of the ss-CAES prototype should be verified
with the use of simulation tools. The model should be able to simulate all
transients in the system, and this data should ensure the safe operation
of the prototype before and during its experimental testing.

Tasks: Considering the proposed prototype, its cost, and potential danger,
related to non-reliable control techniques or mistakes in the design, a
reliable mathematical model should be developed for analysis. Since this
prototype combines different fields of electrical, automation control and
mechanical engineering, the most widely used multi-domain software
MATLAB Simulink is utilised for the simulation studies.

Outcome: The project will investigate different approaches to the mod-
elling of a multi-domain system with an interconnection between vari-
ous fields of study. The outcome is a comprehensive mathematical model

that is extensively tested and verified.

2. To improve the accuracy of the designed mathematical model and make
it more realistic, it is required to characterise the main components of the
hardware prototype experimentally. This can be done with the use of the

data acquisition system built within the experimental setup. To achieve
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the most reliable and feasible results, step-by-step (e.g., component-by-

component) experimental verification is needed.

This method significantly increases the overall accuracy of the engineered
mathematical model and creates an opportunity to simulate and study in

depth every characterised device or component.

Tasks: A ubiquitous data acquisition system should be developed to en-
sure that the main components of the system can be verified in a time

efficient manner with the required accuracy.

The designed mathematical model should be modified in order to either

utilise the experimental data directly or accurately mimic them.

Outcome: This study proposes a data acquisition system that leads to the
design of an accurate and realistic mathematical model of the complex

electro-hydraulic prototype.

3. To implement, in hardware, the proposed 2-stage ballistic acceleration
approach (by utilising a high-speed industrial controller), so the proto-
type can successfully start up and accelerate from rest in less than 6 s.

Such testing can be performed after the characterisation process is com-
pleted and the controller in the mathematical model is tuned for stable
synchronisation. This process also increases the overall safety of the ex-
perimental runs by knowing the system stability boundaries and esti-

mated controller parameters.

Tasks: It can be achieved via the programming, testing, and troubleshoot-
ing of a 2-stage ballistic synchronisation algorithm that will be uploaded
to the central high-speed controller.

Outcome: This study focuses on the programming of the employed cen-
tral controller and the extensive testing of the main components of the

prototype, to ensure its robust operation.

1.4 Previous work on the project

The original ballistic mathematical approach was designed by Dr Alan Wood
from the University of Canterbury. The experimental part of the project was
done by an MSc student from the University of Canterbury - Yi-Yu (Patrick)
Chen [20, 21].

The first version of the mathematical model was designed at the UoC and

employed the ballistic method. The model comprised a few main components,
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which were either removed or modified during the last three years of the cur-

rent research.

e The Power network is modelled as a three-phase voltage source. This
part of the model has been changed during the current research. Remem-
bering that the current experimental testing is focused on the proposed
synchronisation approach, it is possible to use only the frequency and
phase outputs from this subsystem.

e The Phase Locked loop system was fully described in Chen’s MSc Thesis
[20]. Since there is no actual power grid employed for the experimental
testing, the PLL system is not included in the final version of the control

system.

e The Acceleration Derivation system. This mathematical block includes
the main acceleration algorithm that was initially designed at the UoC.
During the presented research, this script has been modified in order to
improve the ballistic approach and make it possible to run the 2-stage
ballistic algorithm. Also, different control parameters have been changed
in order to control the synchronisation time and acceleration/phase pro-

tiles of the generator.

e The Controller. This system is used for the calculation of the control volt-
age that has to be sent to the proportional throttle valve (TDAO016) in or-
der to make the generator follow a computed acceleration trajectory. The
main components of the controller are a feedforward controller and a PI-
controller. These subsystems have been changed a few times throughout
the testing and modelling of the prototype. The final values of the con-
troller parameters lead to the system’s stable synchronisation.

e The Hydraulic drivetrain. This part of the mathematical model simu-
lates the real hardware drivetrain. The main components of it are a pro-
portional throttle valve (TDA016) and a variable displacement hydraulic
motor M14. The main hydraulic circuit was assembled in the prototype
a few years ago; but this hardware was neither experimentally charac-
terised nor accurately modelled. The original mathematical mode de-
signed at the UoC was based on the manufacturer’s data of the main
components, thus was not accurate for the control system’s tuning. It
should be noted that the model utilised a wrong size proportional valve
(TDAO032).
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1.4.1 Progress compared to the previous work

To highlight the achieved progress during this PhD it is beneficial to compare
what was achieved before the start of this PhD program with the progress

during it.

e Synchronisation approach. Chen et al.’s [20] mathematical model showed
that the proposed synchronisation approach could accelerate and syn-
chronise a synchronous generator with a power grid. However, the pre-
sented results in [20, 21] show that this method is not capable of achiev-
ing long enough synchronisation time windows to close a circuit breaker
to connect a generator to the grid (time response > 50ms). They report
that the maximum synchronisation time window is around 8-9 ms, which
is not long enough for mechanical circuit breakers to operate. The re-
search presented in this thesis improves the synchronisation approach
by extending the synchronisation windows up to 500-800 ms, which is
long enough for any circuit breakers to trigger and connect a generator
to the grid.

e Improved data acquisition system. Chen et al. [20] experimentally veri-
tied the main control hydraulic valve with the use of a test rig (not the real
ss-CAES system hardware setup). The setup employed in that data ac-
quisition system was designed around TRIO motion controllers, making
it challenging and time-consuming to use the obtained data in the main
controller from National Instruments that is utilised in the real ss-CAES
system hardware prototype. This thesis presents experimental data ob-
tained from a data acquisition system within the real prototype. The log-
ging of all channels and outputs through one high-speed controller made

the data analysis process fast and reliable.

e Component-based verification and refinement of the mathematical model.
The mathematical model from [20] was based on the manufacturer’s data
and some experimental data acquired through the test rig. Step by step
experimental verification showed that the same components in the pro-
totype perform drastically differently. Only full experimental testing of
the hardware setup with the constant tuning of the mathematical model

and the central NI controller can give accurate and realistic results.

A summary of the progress during the work on this project is available in Table

L1
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Table 1.1: Preliminary work on the project vs. the current progress

Ballistic synchronisation approach

2-stage ballistic synchronisation approach

Synchronisation approach

The proposed approach does not lead
to the connection of a synchronous
generator to a power grid, due to its

short synchronisation windows

The improved ballistic approach increases
the synchronisation windows up to 500-800 ms
making it possible to connect a generator

to a power grid

Mathematical model

The designed mathematical model
is based on the manufacturer’s data

of the main components

Every component of the hardware prototype was
experimentally characterised to create a realistic

mathematical model

Hardware prototype

The hardware prototype was not
ready for its experimental testing

The assembling of the hardware prototype was
finished .

Data acquisition system

DAQ system based on a TRIO motion
controller in a test rig, making the use
of the logged data limited

A ubiquitous DAQ system based on a high-speed
National Instruments controller was designed

1.5 Structure of the thesis

The thesis is organised as follows:

Chapter 2| gives a literature review and presents background knowledge:

existing literature regarding energy storage systems utilised electric and hy-
draulic components.

Chapter [3| discusses the mathematical background of the proposed syn-
chronisation approach and the initial simulation results.

Chapter {4 presents the detailed description of the main components of the
system with the corresponding data acquisition (DAQ) system.

Chapter | highlights the experimental characterisation process of the pro-
portional throttle valve that is the primary control device in the discussed
electro-hydraulic drivetrain.

Chapter [p| focuses on the experimental verification of the variable displace-
ment hydraulic motor that accelerates and drives the synchronous generator
for its synchronisation with the power grid.

Chapter 7] depicts the final experimental testing of the proposed synchroni-
sation approach by utilising a synthetic hardware-in-the-loop system.

Chapter[8|summarises the work presented in this thesis, draws a conclusion

and discusses potential, future work.



Chapter 2
Background

In this thesis, the primary focus of the proposed system is frequency support
in power grids being utilised as an energy storage system. An overview of
different energy storage solutions used as spinning reserves is presented in
this chapter. The chapter covers the range of different energy storage systems
available in the market and the main advantages of the proposed ss-CAES
system.

One of the significant contributions of this research is a novel 2-stage ballis-
tic synchronisation approach for synchronous generators driven by an electro-
hydraulic drivetrain. Hence the significant trends and advances in electrical,
control and hydraulic systems are discussed in the chapter. Other synchroni-
sation methods are presented in this chapter to allow comparison to the pro-
posed method. From the hardware implementation perspective, it is required
to review the literature on data acquisition systems (National Instruments).

2.1 Grid Energy Storage Systems

A serious disadvantage of sustainable energy resources is their variable and
intermittent nature [23]. Hence the generation units employing these sources
cannot fulfil the requirements to operate as FIR systems. Overall, fluctuations
in the output power of these systems can cause serious voltage sags in a power
grid, which potentially can be compensated through the use of energy storage
systems [24-28].

A brief analysis of the field shows that pumped-hydro systems cover the
majority of energy storage capacity. However, they heavily depend on a geo-
graphical site where they are built. Moreover, due to the high inertia of these
systems, they cannot be synchronised with a power grid within 1's. A short

comparison of different energy storage systems is presented in Table [2.1| [29-

13
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31].
Table 2.1: Energy Storage Systems
Type Energy Energy Power Cycle Life | Self Dis-
Effi- Density Density (cycles) charge
ciency (Wh/kg) (W/kg)
(%)
Pb-Acid 70-80 20-35 25 200-2000 | Low
Ni-Cd 60-90 40-60 140-180 500-2000 | Low
Ni-MH 50-80 60-80 220 < 3000 High
Li-Ion 70-85 100-200 360 500-2000 | Med
Li- 70 200 250-1000 | > 1200 Med
polymer
NaS 70 120 120 2000 -
VRB 80 25 80-150 > 16000 Negligible
EDLC 95 <50 4000 > 50000 Negligible
Pumped | 65-80 0.3 - > 20 years | Negligible
hydro
CAES 40-50 10-30 - > 20 years | Negligible
Flywheel | 95 5-30 1000 > 20000 Very High
(steel)
Flywheel | 95 > 50 5000 > 20000 Very High
(compos-
ite)

Some papers employ a Ragone plot [32] which represents the relationship

between power and energy density of different energy storage systems as it is

shown in Fig. [31].

2.1.1 Pumped Hydro Energy Storage Systems

Pumped Hydro Energy Storage (PHS) is the most widely used and the oldest

energy storage system. They employ the potential energy of the water pumped

to an upper reservoir, which will be transformed into kinetic energy of the

falling water in a lower reservoir (by a turbine) when the water is released
during peak demand periods [28, 33]. Equation shows that the energy
stored in this system is proportional to the difference in the height between

the reservoirs and the volume of the stored water [33].

Estorageav (

upper

- Hlower)

(2.1)
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Figure 2.1: Comparison of energy density and power density

where E;yrq4¢ 15 the generated energy (kW), V is the volume of the stored water
(m?), Hypper is the height of the upper reservoir (m) and Hj,ye, is the height of
the lower reservoir (m).

The main advantages of PHS systems:
1. High efficiency of the system (around 75%) [24].
2. Relatively low capital cost per unit of energy [34].
3. Long storage period (hours-months).
4. Long lifetime (40-60 years) [33].
Regarding the disadvantages of the system we can highlight the following:

1. The system heavily relies on a geographical site since it requires high
elevation to create the height difference between the reservoirs [24].

2. Long lead time and the high cost of construction and environmental is-
sues (removing trees from the land) [34].

2.1.2 Electrochemical energy storage systems

The main advantage of these systems is their fast installation, even when com-
bined into a large battery system. The major concern of such systems is a bat-
teries’ life cycle, which depends on their Depth of Discharge (DoD). There are
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a variety of different technologies. However, some of them are not fully pre-
sented in the market, while others are expensive making them unreliable for
installation [10, 24}, 25|, 130}, 33, 34].

2.1.3 Flywheels

This system stores energy in the form of kinetic energy, by spinning a mass
during an excess energy period [15, 24,32, 35-37]. During this time, a flywheel
is spun by a motor, whereas during its discharge, the same motor acts as a
generator, producing electricity by employing a flywheel as a prime mover.
The total amount of energy stored in a flywheel depends on its size and the
speed of its rotor [34]. The most significant advantage of flywheels is that they
have a long life cycle and are capable of providing hundreds of thousands of
tull charge-discharge cycles (unlike batteries) [33], [36]. Their efficiency is also
in the range of 90-95 % [34]. However, a flywheel has a very high capital cost,
ranging from 1,000 to 5,000$ per kWh, and a high rate of discharge in the range
of 50-100 % per day [25].

2.1.4 Other Energy Storage Systems

There is a significant number of other technologies that are used for energy
storage. However, their efficiency is either too low, or their manufacturing
process is too complicated. The list includes, but is not limited to, the following

options:

1. Capacitors. They store electricity at a fast rate and are suitable for sta-
bility voltage applications. Nevertheless, they have high power density
but lower energy density. This downside triggered research regarding
electrochemical capacitors, also known as supercapacitors [16} 38-43].

2. Superconducting magnetic energy storage. This method employs direct
current flowing through a superconducting coil, so the energy is stored
in the magnetic form until it is needed. The main components of the
system are a superconductor, a cryogenic refrigerator, a power conver-
sion system (PCS) and a control system. This approach has exceptional
power density and an expected lifespan of more than 20 years. How-
ever short duration discharge, high cost, and environmental concerns
about a strong magnetic field make this system rarely used in the in-
dustry [16, 26|33, 137, 40, 144], 45].
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2.1.5 Compressed Air Energy Storage Systems

The main idea behind this concept dates back to the 1940s when the patent
application "Means for storing fluids for power generation" was submitted by
EW.Gay to the US patent office [46]. The principle of its operation is storage
of compressed air that can be converted to electricity using a turbine generator
[17, 27, 143, 146-54]. Short descriptions of some of the different approaches are
presented in this section.

Conventional or adiabatic CAES systems (D-CAES)

The two most well-known D-CAES plants were constructed in Huntorf (Ger-
many) and McIntosh (Alabama, USA) which store cooled air at 44-70 bar of
pressure in underground caverns. During the generation phase, this air is
preheated through a heat recuperator, mixed with natural gas and burned in
a combustion chamber (550 C°) and expanded through a multistage-coupled
turbine generator [27,34] 51, 53]

Hybrid compressed air and thermal storage systems

To move away from the use of fuel in the classic CAES system design, alterna-
tive, fuel-free CAES systems have been investigated, with the idea of storing
heat generated at a compression stage that is used later to reheat high-pressure
air before expansion [27, 49, 54].

1. Advanced Adiabatic — compressed air energy storage systems (AA-CAESS)

The basic idea of the AA-CAES concept is the use of a heat storage unit as
the central element of the plant. During the charging phase, compressed
air must be cooled to the temperature of 50 C °for storage in salt caverns.
At the discharge stage, this air is heated up [27,45].

2. Uncooled compressed air energy storage systems (U-CAESS)

This concept represents a system where compression heat is stored to-
gether with compressed air in an isolated reservoir. However, because
of the storage vessel’s non-ideal insulation, the storage time is limited.
Meaning that this technology is only suitable for short-time storage ap-
plications [27] 46].

3. Hybrid thermal and compressed air energy storage systems (TACASS)
This mechanism is essentially a standalone and smaller version of the
classic CAESS with the following differences [27, 139, 55]:
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(a) TACAS systems use conventional high-pressure cylinders to store

the compressed air.

(b) TACAS systems use a low-cost flywheel to maintain power quality
and provide a few seconds of bridging power during operation of
the system [27].

Isothermal compressed air energy storage systems (I-CAESS)

These systems attempt to achieve near-isothermal compression in situ, with
the improved system efficiency (70-80 %), which provides fuel-free operation
and reduces thermal stress on the utilised equipment. A few patented I-CAESS

technologies are under development so far [17, 48].

Small-scale compressed air energy storage systems (ss-CAESS)

These are fully mobile systems that can provide a longer lifespan and can be
integrated with existing heat and cooling sources available on a site in a co-

generation application [46].

1. Hydro-pneumatic energy storage systems.

Hydro-pneumatic systems have better heat exchange and a lower risk of
leakage and friction losses in comparison to purely pneumatic systems
[10,136} 38,139, 46]. It has led to the development of two hydro-pneumatic
storage systems depicted in Fig. that employ the acronym "BOP" —
Batteries with Oil-hydraulics and Pneumatics.
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Figure 2.2: Schematic diagram of pneumatic storage systems with oil-
hydraulic conversion [38,39]

The type A systems employ industrial pneumohydraulic accumulators
as storage and separation devices between air and oil which helps to pro-

vide high instantaneous power release.
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Hydraulic motors have exceptional energy-efficiency performance. A
combination of these systems can help to achieve high efficiency when
operating in isothermal cycles. It is achieved when the charging time
of an accumulator is much higher than the time-constant needed for the
thermal exchange between the surrounding and the accumulator’s inter-
nal chamber. The main disadvantage of these systems is their low power

density due to the fixed amount of the stored gas.

The type B system is better in this respect since it uses a reduced amount
of oil in a closed circuit to compress fresh air from the outside. The pri-
mary approach is to employ a converter to compress and expand air with
high-efficiency to maintain almost constant temperatures during com-
pression or expansion. However, it requires an oil-to-air "liquid piston”

interface which is difficult to implement [38,39].

Rufer and Lemofouet proposed a Maximum Efficiency Point Tracking
Method for their BOP design to vary the output power, because of the
continuous changes in pressure and load affecting the pneumatic ma-
chine’s performance. Their approach is based on the measurements of
pressure, flow rate, and speed, which ae used to calculate the optimal
speed for the maximum efficiency. However, this method is not applica-
ble to the proposed ss-CAES system, because the employed synchronous
generator rotates at a constant velocity determined by the power grid

frequency.

. Compressed air with wind and wind-diesel hybrid systems.

These systems are used mainly in remote areas to improve the exploita-
tion of diesel generators or small wind farms [44} 45]. During periods of
strong wind, energy is used to compress air via a compressor and store it.
Afterwards, this air is used to turbocharge a diesel engine and decrease

its fuel consumption [27].

By summarising the review, we can state that the most efficient solution is

the use of technology which can generate AC voltage to a power grid directly.

If battery systems are used, expensive and complicated inverters should be
employed for the conversion from DC to AC [26, 35| 42, 56| 57].

Potentially, flywheels could be connected to a synchronous machine, which

can be used efficiently in either a motor or generator mode. However, the fast

self-discharge of these systems makes them unsuitable for long-term storage

systems [15]. Nevertheless, CAES systems can provide high power density,

a great number of recharge cycles, and a long lifespan [33, 46| 51]. The main
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disadvantage is the same as for PHS systems - dependency on their geograph-
ical location [24, 25| 34, 36]]. However, it is possible to solve this issue by using
aboveground storage vessels [15,/49,50], which could provide an opportunity
to use a fuel-free mobile system as an IL for power grids. Hence they can be
delivered and installed either on distribution or transmission sides or operated
as emergency response units for remote areas [24, 35, 36, 45| 54].

2.2 Synchronisation Philosophies

The approach of employing a synchronous generator was chosen for this study
as the most feasible solution for the Energy Storage System, therefore, it is nec-
essary to review a process of its connection to a power grid [58, 59]. A research
group from Russia and Taiwan published a paper focused on a synchronisation
technique based on a reference model. The approach is similar to the ballistic
approach, however, has some weak points which will be highlighted later. Fig.
shows a block diagram of the studied prototype.
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Figure 2.3: Function block diagram of adaptive synchronisation [59]

Terminal and grid voltages are fed to the Measurement Unit (MU) for the
evaluation of the voltage magnitudes, frequencies, and phase angles. Then
these parameters are sent to the reference model block, where an acceleration
trajectory is computed. There is no information about the topology of the refer-
ence model system, whereas in the system studied in the thesis a PLL module

is used as the synchronisation unit.
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One of the main disadvantages of the method presented in the paper [59]
is that Automatic Voltage Regulator (AVR) operation is not reviewed "since
AVR usually provides the voltage magnitude without any complications". In
this case, it is worthwhile to provide excitation and terminal voltage plots as
part of the described synchronisation process. The main idea behind the ac-

celeration philosophy is to obtain the following conditions for synchronisation

(equations 2.4):

5T == 62T — 51T = 2mn (22)
Ur = Wor — WiT = 0 (23)
ar = ayr —ayr =0 (2.4)

where 67,027 - phase angles (rad), wir, war - cycling frequencies and vy - rotor
speed (rad/s), ai7, asr - accelerations (rad/s?) of the synchronisation objects
one and two at the moment ¢7, n - synchronisation objects voltage phasors
relative cycle number.

After computing an acceleration value in the control block, it is sent to the
reference model block where a trajectory is derived. A power imbalance trajec-
tory that is used to provide the final synchronisation parameters at the instant
of time is calculated according to

AP() = Py~ P~ P = (1) 2 @5)
9
where P, - generator mechanical power (pu); F. - generator electric power
(pu); Poss - power losses (pu); 7 - inertia constant (s) and w,, - generator cycling
frequency (rad/s).

Damping control is not reviewed in [59] since an AVR system is not pre-
sented and according to the authors "a damping control is a duty of a power
system stabiliser and is not a responsibility of the proposed technique". Simu-
lation of a contingent event is presented; however, it shows a frequency droop
from 50.03 Hz to 49.8 Hz. Since it is the only presented example, it is difficult

to verify the feasibility and robustness of the described approach.

2.3 Mathematical Modelling of Hydraulic Systems

Many hydraulic systems, actuators, and simulation models are described in
the literature surrounding the studied topic [40, 60-67]. The following section
highlights the main features of the reviewed models and approaches to find

the most suitable solution to model the built prototype mathematically.



2.3. MATHEMATICAL MODELLING OF HYDRAULIC SYSTEMS 22

There are two main methods for modelling hydraulic systems: employing
Simulink toolbox (MATLAB) and corresponding transfer functions [64, 66, 67],
or using Simscape (MATLAB) for higher level simulation [56, 63} 68, 69]. Over-
all, the use of these modelling tools helps users with different competency lev-
els to modify a computer model by changing its parameters via the software’s
graphical user interface (GUI).

There are a few assumptions regarding hydraulic models in Simscape and

other simulation tools [70]:
1. Fluid compressibility is negligible.
2. Leakage of a pump or a motor is proportional to the differential pressure.

A mathematical model of a gas-charged accumulator is based on the following
assumptions [56]:

1. The gas in the accumulator is ideal.
2. No inertia, friction, or load on the separator or the bladder.
3. Fluid is incompressible.

Nevertheless, it is possible to simulate system losses [71] by incorporat-
ing relevant equations and correlations. Meanwhile, the behaviour of a gas
charged accumulator heavily depends on the employed gas model, since real
gas cannot be modelled as an ideal when its pressure is higher than 100 bar
(due to the gas compressibility) [72].

Another difference between different modelling approaches is the use of
linearised or non-linear models [56, |61}, 163-66, 68|, 69]. The former sometimes
do not represent the behaviour of a system correctly when it is subject to large
amplitude inputs. For instance, when there are few sources of non-linearity in
hydraulic systems, including the relationship between pressure and flow, flow
deadband and saturation, change of fluid volume during different stages of a
stroke, temperature changes in the bulk modulus of hydraulic fluid and so on
[64, 167, 73].

2.3.1 Generic simulation models

There are no mathematical models of the drivetrains similar to the system em-
ployed in the prototype. Meaning that it is required to review its hydraulic
components and then its electric components separately. Firstly, the models
presented in the literature that are based on Simscape libraries are reviewed in

this section.
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Boya Zhang in her thesis [56] describes a hydraulic energy storage system
for hybrid locomotives. Two main points regarding its model could be used
for our proposed model. The first relates to the modelling of a bladder ac-
cumulator discharge process. The second one is a control mechanism for the
swash-plate system in a variable displacement hydraulic motor. This informa-
tion can be used for an improved mathematical model of the prototype.

The acceleration and speed of the hydraulic motor and the generator in
the prototype are controlled through the use of the employed proportional
throttle valves. The proposed technique in our project can be modelled by
using a proportional throttle valve model, powered by a constant pressure
source. However, there are few methods of designing a variable-speed hy-
draulic drivetrain. For instance, another approach is based on the use of a
variable-displacement hydraulic pump which pumps hydraulic fluid through
a hydraulic motor. These systems can be modelled as an open-loop [66] or a
closed-loop system [63].

A nonlinear approach to the modelling of similar systems is presented in
the paper by Ayman A. Aly [64]. Two significant nonlinearities are considered
in the system: pressure/flow characteristics and Coulomb-friction. Closed-
loop control of the system is obtained by comparing the angular position of
a motor shaft with the input signal by a control circuit. A tachogenerator in
this prototype is used to measure an angular velocity, which can be utilised
as a feedback signal to the input of a servo valve drive amplifier. Concerning
the development of a closed-loop approach, the model presented in the paper
employs similar technique to ours and can be used as a reference during the
modelling stage.

2.3.2 Mathematical Modelling of Hydraulic Drivetrains

The prototype’s hydraulic drivetrain is composed of two main components -
a proportional throttle valve (TDAO016) and a variable displacement hydraulic
motor (M14 Goldcup). To fully understand the operation and behaviour of the
main components, it is required to research the literature surrounding these
components.

Saber Madanipour [65] presented a model of a hydraulic servo motor while
mentioning that there are some different types of nonlinearities presented in
these devices [61]. On top of that, this paper fully supports the idea that there
is no need to implement a PID controller in a speed control loop, while overall
stability and behaviour of the system could be enhanced when it is imple-

mented in a fluid control loop [74].
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The main issue with all hydraulic drives is their nonlinearity and low damp-
ing, so it is difficult to control these systems fully [74-76]. In most of the cases,
a control system compares the error signals with the target velocity, position,
force, pressure, and other parameters [62]. Abdul’s [62] main approach was to
develop a control mechanism that can adapt to the nonlinear behaviour of a
system by continuously tracking its velocity and position.

Apart from the generic models of hydraulic and hydro-mechanical drive-
trains, many researchers focus on the realistic modelling of proportional and

servo valves [67,[75-78], since they are subject to different types of non-linearities.

Mathematical modelling of proportional throttle valves

A research team from the University of Poznan [77] highlighted that there are
two main schemes of controlling a hydraulic actuator, i.e. the use of a servo
valve or a proportional valve [62]. The first one is more expensive and, usually,
is employed in high-accuracy applications. Meanwhile, proportional valves
respond acceptably to the imposed requirements in most of the applications
throughout different industries.

Flow rate through a valve with sharp-edged nozzles is turbulent, which
can be described using the following equations [62, 165} 77]:

Q = Ko\/Apx (2.6)

where K, is a flow coefficient, Ap is a pressure drop on a valve (bar), and z is
a spool displacement (mm). The flow coefficient K depends on the following

2
Kq= ud\f; w 2.7)

Where (i, is the discharge coefficient, p is oil density (kg/m?), and w is the

parameters:

width of the gap (mm). Furthermore, for x > 0:

Qa(t) = Kov/po — pa(t) (1) (2.8)

Qu(t) = Ko/ po(t) z(1) (2.9)
for x < 0:
Qu(t) = Kov/pa(t) x(t)) (2.10)

Qu(t) = Kov/po — po(t) (1)) (2.11)
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Where x is a spool displacement (mm), @, flow through gap A (dm?®/min),
Qp flow through gap B (dm?®/min), K, is the flow coefficient, p, is the supply
pressure (Pa) and p,, p;, the pressure in chambers A and B (Pa).

Overall, the system presented in the paper represents an attractive alterna-
tive to servo-valves. It helps to achieve better dynamic characteristics than the
standard electro-hydraulic proportional valves with solenoids.

In general, a model of a proportional or servo valve is divided into two
parts: a control stage and a power stage. The former depicts the dynamics
of the valve’s spool, and the latter describes a flow rate through a valve at a
certain differential pressure across the valve at a specific opening [78].

The modelling process of proportional and servo valves is challenging, be-
cause of the lack of standardisation among manufacturers. So the most accu-
rate approach to the determination of valve parameters is experimental vali-
dation [64, 68, [75].

One of the most noticeable effects in the valve’s operation is hysteresis that
occurs in the coil being energised by a DC voltage. It changes the opening-
closing flow rate through a valve, hence the speed of a generator and a motor.
It happens within the whole operation range of the valve, hence affects the
whole range of the dynamics of a drivetrain. It should be noted that there is
no literature covering this effect regarding control and acceleration of electrical
machines (like synchronous generators) [79].

To derive the flow rate profiles within the range of 0-350 bar, it is required
to calculate the flow coefficients of the TDA016 (also known as a valve sizing
coefficient). In general flow, coefficients might differ for the same size of valve,
only due to the different geometrical shape of the valve’s poppet [80].

Modelling of hydraulic motors

In most of the cases, hydraulic motors are modelled as a first-order transfer
function, in the same manner as DC machines are simulated. There are two
main parameters of a hydraulic motor (electro-hydraulic drivetrain): displace-
ment and inertia. The displacement of a hydraulic motor can be determined as
[81]]:

Vp == (2.12)

where N is the motor’s velocity in RPM, Q is the flow rate through the motor
in Ipm, and V), is the motor’s displacement in 1/rev.

From here the displacement determines the maximum speed of the motor
at a particular flow rate through it. This parameter can be changed in variable

displacement hydraulic motors (due to the presence of a swash plate). The
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displacement should be at a certain level that allows the motor to accelerate to
the required speed (synchronisation speed or 50/60 Hz).

The inertia of the hydraulic drivetrain determines how fast the system can
accelerate to a certain velocity, i.e., the system’s dynamics. In the case of the
proposed system, it determines the synchronisation time with the power grid
due to different derived acceleration trajectories, since

dw

T=1J — 2.13
I (2.13)

where J(kg/m?) is the combined inertia of the motor and the generator, dw/d¢
(rad/s?) is the motor’s acceleration, and T is the drivetrain’s torque in N - m.

The torque can be measured by the use of torque sensors that are installed
in the motor. The test system has only an incremental encoder to measure the
drive train’s position, velocity and acceleration. Based on these variables, the
torque can be found as [82]:

T _ no-AP-Q _ AP . VDC
Nrpym 62.83

(2.14)

where 1), is the overall efficiency, AP is the differential pressure across the

motor (bar), and Vp, is the volumetric displacement of the motor in cc/rev.

2.3.3 Modelling of electrical components

Since the key electrical component of the prototype is a three-phase synchronous
generator, it is imperative to review the literature regarding its modelling. The
mathematical representation of a synchronous machine has been a subject for
constant research for the last century since the first description of a D-Q model
was presented by Park [83], [84] in 1929 and then modified by Demello and
Concordia in 1969 [85]. The latter is also a reference point for all studies fo-
cused on the operation of a synchronous generator connected to an infinite bus
since it focuses on the stability’s phenomenon of a torque-angle loop, hence the
behaviour of the rotor angle and speed, due to mechanical torque disturbances.
Later, the most comprehensive model was described in 1994 by Saidy and
Hughes [86], which includes damper windings on both d and q axes. More-
over, their next paper [87] focused on a model which includes field and one
damper winding along the d-axis and two damper windings along the g-axis.
Since 1991 the most widely used method for modelling synchronous gen-
erators has been described in the current IEEE Standard [88] and one of the
most employed models of type 3.3. Nowadays researchers concentrate more
on different approaches to identifying parameters of a model [79, [89-91]. For
instance, in 2002 a research group from TU Delft (Netherlands) [92] described
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the time-domain identification of synchronous generator’s transfer functions,
which helps to modify a model structure so that it can be used for simulation.
From this perspective, all generators have similar representations and differ
only concerning some parameters, for example, the difference between rotor
and silent pole machines. This is the main approach to the modelling of these
machines in Simulink/Simscape.

Some studies focus on the comparison of different synchronous generator
models connected to an infinite bus [93H97]. An interesting point that applies
to modern modelling techniques is highlighted in the studies. AVR systems
and governor/turbine control cannot be modelled accurately due to their com-
plexity. In this case, it is worthwhile to use the ideal sources of an excitation
voltage or current, and an ideal source of mechanical power or a speed source
as a governor. At the conclusion of the paper, it is stated that AVR and gover-
nor effects are significant when the rotor oscillations are large [98]].

24 Controller Encoder Applications in Hydraulic

Drivetrains

There are various applications for the use of encoders in electro-hydraulic and
hydraulic drivetrains. Many sources reference the use of encoders only as
a preparation step for the implementation of different Kalman filtering tech-
niques. The controllers that are usually utilised for such studies are used only
for filtered velocity and acceleration measurements [99-101]. Whereas in the
case of the studied system, the controller serves as a data acquisition unit for
various signals and calculates the required acceleration trajectory at the same
time. This is why the acceleration filtering was performed with the use of clas-
sic techniques such as Mean and Savitzky-Golay [102]. Kalman filtering would
introduce a significant burden on the controller.

To successfully implement Kalman filtering, researchers focus on the appli-
cations with the use of low-resolution encoders [100, [103]. In this case, the use
of Kalman filters is imperative.

Mean filtering is one of the oldest technologies in signal processing and
calculates the mean value of data points over the specified window sample
length. Savitzky-Golay filtering also known as a least square method is the
next stage in "moving average" filtering [102]. In some cases, this approach
can work better and faster (due to a smaller time delay) and mean filtering.
This statement was proven during the experimental testing of the system to

find the most suitable filtering techniques.
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2.5 Chapter Summary

The chapter presents an overview of the majority of existing energy storage
systems, highlighting the advantages of the use of the proposed ss-CAES sys-
tem. The proposed synchronisation approach for the rapid acceleration of syn-
chronous generators does not have any alternatives in the literature surround-
ing this topic. Since this acceleration and synchronisation approach is verified
with the use of an electro-hydraulic drivetrain, an overview of the challenging
hydraulic domain and its mathematical modelling is provided.



Chapter 3
ss-CAES System Synchronisation

This chapter focuses on the mathematical description of the proposed syn-
chronisation approach and its verification via simulations with the employed
manufacturer’s data for the main components of the system.To summarise, the

main steps for the system’s verification are presented in Fig.

A mathematical model was initially designed by the UoC in MATLAB to
simulate the proposed acceleration approach. The main limitation of this ap-
proach is the use of the manufacturer’s data and ideal models of the electro-
hydraulic components. It verifies the mathematical basis of the control ap-
proach, however, does not help to find the correct control parameters for the

system.

Hence, to verify the synchronisation approach prior to hardware imple-
mentation, it is required to have a verified and accurate mathematical model.
Meaning that the preliminary experimental testing and modelling conducted
by the UoC did not give any feasible and accurate information about the oper-
ation of the system. To experimentally characterise the proportional valve and
the motor, a data acquisition system was implemented into the main hydraulic
circuit. It is based on a National Instruments controller with a net of different

sensors, components and input and output controller modules.

Initial
mathematical
verification of the
control approach

Figure 3.1: Verification steps of the proposed synchronisation approach with
current step presented in the chapter.

29
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3.1 Synchronisation Approach

Design of the acceleration and synchronisation approach is the most critical
and difficult part of the commissioning of the proposed device. To be em-
ployed as a FIR system, the system should be connected to a power grid within
1-6 s. In this scenario, the "6 s requirement" is the time threshold for generating
FIRs, whereas ILs require the trigger time of 1 s.

To synchronise a generator with a power grid, the following requirements

must be met:

1. The sequence of the three phases of the generator must be the same as of
the power grid.

2. The frequency of the sinusoidal voltage produced by the generator must
be equal to the frequency of the sinusoidal voltage produced by the grid.

3. The magnitude of the sinusoidal voltage produced by the generator must
be equal to the magnitude of the sinusoidal voltage of the grid.

4. The phase angle between the voltage generated by the generator and the
voltage generated by the grid must be zero.

Historically, the conventional synchronisation procedure is employed to syn-
chronise a generator to a power grid, and it is shown in Fig. 3.2{[104].

The phase sequence is managed during the installation of any electrical sys-
tem, and it is the responsibility of a project engineering team. Hence, this part
of the synchronisation procedure will not be mentioned further in the thesis.
The use of the classic method means that it is possible to reach the best mo-
ment for synchronisation; however, it does not minimise the time to reach this
state; thus the modified synchronisation procedure was engineered. In theory,
the implementation of the proposed approach can minimise the synchronisa-
tion time by 50-70% (from 6-10 s following the conventional approach to 1-4 s
according to the 2-stage ballistic approach).

By employing the proposed strategy, it is possible to fulfil the require-
ments 2 and 4 of the conventional synchronisation procedure. The equality of
the voltage magnitudes of a grid and a generator (requirement 3) is achieved
through the excitation system which is utilised in the prototype. This is a sim-
ple process; therefore it will not be mentioned further in this thesis. The as-
sembled hardware prototype for these studies is presented in Fig.

To synchronise a synchronous generator (up to 100 kW) with the power

grid, it is required to fulfil the synchronisation requirements presented in Ta-
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~
* Bring the generator to the synchronisation speed.
* Governor control
A

* Energise the field windings of the generator to achieve the equality of
the terminal and grid voltages
» Excitation system voltage control )
» Achieve a zero difference between the generator and the grid phase h
angles.
USGESIELIN o Synchroscope )
l ‘

(a) Conventional synchronisation procedure.

» Close the circuit breaker to connect the generator to a power grid.

e Accelerate the generator according to the computed ballistic
trajectory and energize the field windings
s Governor control to follow the ballistic trajectory and

excitation system voltage control J

™\

¢ Close the circuit breaker to connect the generator to a power
grid.

J

(b) Proposed improved ballistic synchronisation approach.

Figure 3.2: Comparison between the conventional synchronisation approach

(a) and improved (2-stage) ballistic synchronisation approach.

ble However, the manufacturer of the prototype’s generator (ABB) also
provides another set of synchronisation limits, combined in Table

The rapid start-up is challenging, due to the required acceleration of the
entire rotor inertial mass. Feedback control should be implemented, which
will minimise the start-up time from the "at rest" initial condition and avoid
current-spiking from the generator. The ability to start up from "at rest" would
enable lower operating costs for a grid-deployed hydraulic-EES, as this will

not incur inherent I? R and other losses that occur during condenser operation.

Control of synchronous operation includes the implementation of a gover-
nor to provide over-frequency control. Overall, the acceleration demand trajec-
tory (ballistic and 2-stage ballistic) is based on calculating a fixed shaft torque
such that the error between the grid and the generator phase angles is zero at
the time when the generator frequency matches the grid frequency. This syn-
chronisation philosophy was firstly introduced in the MSc project which was
part of the earlier preliminary work done on this prototype in 2014-2015 [20].
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Figure 3.3: Assembled prototype is undertaking its experimental testing in
New Plymouth, New Zealand (2017-2018).

Table 3.1: IEEE 1547 Synchronisation boundaries for generators < 100 kW

Parameter Recommended Absolute

Voltage 15% 40V
Frequency  0.3Hz 0.3Hz
Phase angle 20 ° 20°

The visual depiction of this method is presented in Fig.

The basic principles behind the ballistic synchronisation approach are de-
scribed in [21} [105]. It can be summarised as the process of synchronisation by
controlling the acceleration trajectory of the generator to target a future mo-
ment in time at which both the generator phase and frequency simultaneously
match the grid. Feedback control of the trajectory of 6., is enabled through
real-time measurement of the angular position of the generator shaft.

To implement this method in hardware, a linear interpretation of the gen-
erator and grid phases is used [106].

%en - V;]enm - 8in ngn(t))v (31)

Table 3.2: Synchronisation boundaries for the employed ABB AMG-0250 Syn-

chronous generator

Parameter = Recommended Absolute Maximum  Absolute
Voltage 2% 8V 4.5% 18V
Frequency  0.7% 035Hz 4% 2Hz

Phase angle <15% <15% Unspecifed Unspecified
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Figure 3.4: Proposed synchronisation philosophy for synchronous generators
simulated in Simulink - comparison of the ballistic and improved ballistic ap-

proaches.

dBgen(t)
dt
where V., is the voltage waveform of the generator (V), Ve, is the amplitude

(3.2)

Wyen(t) =

of the generator voltage cycle (V), 0,4, is the generator phase (position) (rad)
and wg, is the angular frequency of the generator (rad/s).

Analogous equations define the grid phase, 0,4, and angular frequency,
wgria- Note that here we consider the electrical phase of the generator such that
a 27 cycle represents a half revolution of the generator’s 4-pole rotor.

As the generator is accelerated from rest, its angular speed (frequency) in-

creases rapidly, such that:

Oyen(t) = 0,0n(0) + / gen(t)dlt (3.3)

to

pont) = / gen(t)dt (3.4)

to
where oy, is the acceleration of the generator phase angle (rad/s?) and ¢,
is the current sample time (s).
The phase acceleration of the generator, ay.,, is proportional to the torque

exerted on the generator shaft by the prime mover (i.e. hydraulic motor).
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At the moment of synchronisation, t,,,. the position and speed of the gen-
erator rotor must exactly match a grid cycle, such that the following conditions

must be met:

Aw = |Wyen — Wyrid| < 0w sync = 0.94rad /s — 0.3Hz (3.5)

Af = |996n — (Hgm-d — 27m)| < 597Sync = 20° (36)

where n is an integer, w4 is the angular frequency of the grid (rad/s), 04,4
is the grid phase (rad).

A visual representation of this approach is depicted in Fig. The di-
agonal lines each shifted by 27 represent equivalent phase angles occurring
in sequential 50 Hz grid cycles. In this plot, the system is triggered at 1 s.
To achieve ballistic synchronisation, the generator must accelerate so that its
phase trajectory will tangentially intersect one of the diagonal grid cycle lines.
Tangential intersection indicates the synchronisation point where both the fre-
quency and phase of the generator and the grid are equal. This can be achieved
by following the acceleration trajectory given in [20]:

2

1
“gen 3.7)

Qoptml = QHQ,m — (Ogria — 27n)

where the 27n term determines the target grid cycle for synchronisation and

is chosen so that the computed acceleration does not exceed a safe maximum
upper limit. The control algorithm is executed at a timestep of 1 ms in the
main controller, and the choice of target cycle is continuously recomputed. The
target grid cycle is identified by its absolute phase, ;4,4:. This is shown as the
black line in Fig. It is common for the controller to repeatedly recompute
the target grid cycle during the early stages of acceleration (when the relative
phase velocity is largest). This can be observed as the series of 27 jumps in
B1arger Which occur between 1.0 and 1.3 s in this plot.

Fig. also shows two different computed acceleration trajectories. The
blue line shows a continuous acceleration trajectory in which the generator
maintains constant acceleration so that it accelerates up to and then past the
grid cycle. In this case, the circuit breaker must be closed quickly, before
the generator accelerates past the grid and exits the synchronisation window.
However, the synchronisation window for this approach is very short when
rapid acceleration trajectories are employed, being typically < 20 ms when tar-
geting synchronisation in < 6 s [105]. This window is too short to close many
mechanical type circuit breakers. To address this, we have developed and im-

plemented a new improved ballistic control approach which follows the accel-
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Figure 3.5: Plots showing simulated example profiles for the 2-stage ballistic
synchronisation approach. (a) Generator phase acceleration obtained under
different limiting maximum acceleration values. (b) Computed phase differ-
ence between the generator and target grid phase for two different limiting

acceleration values

erating trajectory of until the generator enters the synchronisation win-
dow, at which point the feedback control then changes to track the grid phase
and frequency seamlessly. The line with symbols shows this improved control
trajectory in Fig. The transition to a ‘grid - following” control mode now
indefinitely extends the available synchronisation window, providing ample
time for circuit breakers to be closed and hence connect the generator to the
grid.

When the phase of the generator reaches the upper limit of a synchronisa-
tion window, the controller switches from the ballistic acceleration loop to the
tracking loop. This loop is a PID loop with the grid’s frequency (speed) used
as a set point for the PID controller. The upper limit trigger for the tracking
loop was easier to implement in the hardware controller and achieve simple

switching between the ballistic and tracking loops.

Fig. shows the effect of limiting the maximum acceleration rate on the
computed acceleration trajectory. In each case, the control system can find
the optimum target phase grid cycle. The effect of decreasing the maximum
permissible acceleration merely is that the controller targets and achieves syn-
chronisation in successively later grid cycles.

In order to finalise the depiction of the synchronisation picture, the phase
difference (A0 = Oyer, — Orarget, Where Oippger = 04pia — 2 - 1) is shown in Fig.
B.5(b) with slow and fast acceleration of the generator.
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Implemented in the model and hardware
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Figure 3.6: Block diagram of the mathematical model of the proposed ss-CAES

system in Simulink.

3.1.1 Mathematical model of the proposed system

A mathematical model that simulates the proposed acceleration approach was
designed in the MATLAB/Simulink environment by the UoC (based on the
manufacturer’s data) and then modified with the experimental data by the
PhD author. Its block diagram is presented in Fig.

e The power grid is modelled as a three-phase voltage source with variable
frequency and phase. This allows modelling of contingent events that
are characterised by phase and frequency fluctuations (ramp and step
droops). For the later experimental testing of the prototype, this grid was
replaced with a simulated frequency signal in the Labview environment.

e The phase locked loop (PLL) system is used to determine the phase and
the frequency of the power grid. The full description of the system and
also its simulated behaviour can be found in [21]. In order to reduce
the computation burden on the controller during the later experimental
testing, this system was replaced with a simplified version based on an
integrator for ramping the grid phase. Since the frequency and phase sig-
nals are simulated, there is no need for filtering and other mathematical

derivation that generally take place in the actual PLL structure.

e The Acceleration Derivation system calculates the required acceleration
of the generator. To derive it, the system inputs the grid frequency and
phase, the generator’s phase, velocity, and the acceleration feedback mea-
surements. Figure [3.7(a) shows a flowchart summarising the logic used
to determine an acceleration trajectory and the transition from ballistic
acceleration to the grid-following mode (tracking loop) (2-stage ballistic

approach). In Labview, this algorithm was implemented with the use of



37

CHAPTER 3. S5-CAES SYSTEM SYNCHRONISATION

the Mathscript toolbox which enabled the use of this script (with some
corrections) directly from the designed mathematical model.

The optimal acceleration output from the Acceleration Derivation sys-
tem inputs to the controller block shown in Fig. 3.7(b). The Accelera-
tion Derivation system accelerates the generator according to the calcu-
lated ballistic approach. When the generator reaches the upper limit of a
synchronisation window (£ 0.3Hz, £ 15°), the controller switches to the
tracking loop to track the grid’s frequency. At this moment the Accel-
eration Derivation system stops transmitting any voltage to the control

valve.

The tracking loop (hysteresis compensation loop) reduces the speed of
the generator, so it would match the reference speed of the grid. Since
the control loop continuously tracks the frequency as its setpoint, it is
possible to significantly increase the synchronisation window. It allows
enough time to close the circuit breaker and connect the generator to the
grid.

It is observed that some discontinuity occurs during a transition between
the ballistic acceleration loop and the tracking loop. The discontinuity
is due to the time loop rate of the hardware controller and is typically
around 1ms. The faster the controller loop, the shorter the discontinuity.
The influence of the controller parameters of the synchronisation process
is described in Section 6.1.1. The controller system was implemented in

hardware along with the main acceleration derivation system.

Parameter G; shown in Fig. 3.7|and it describes the gain controller:

Output = (Qoptmi — Qgen) - 0.0023 - wyep, + 0.2 (3.8)

The electro-hydraulic drivetrain model simulates the hardware part of
the project, which mainly comprises a proportional throttle valve (TDA016)
and a variable displacement motor. The primary challenge for this part
of the project is the empirical parameterisation of the components that
are required in order to update the controller parameters and reach syn-

chronisation.

The most common practice for modelling a proportional valve is the use
of two transfer functions. The first (control stage) describes the dynamics
of a valve, i.e., how fast the valve can be opened to a specific orifice area.
This can be described as a second-order transfer function [Z8]]:

1

H(s) —
(5) 1jw?-s24+2-Clw,-s+1

(3.9)
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Figure 3.7: Control system. a) Flow chart of the acceleration derivation al-
gorithm - Acceleration Derivation system in Fig. (b) Controller’s block
diagram for derivation of the control voltage during the acceleration and syn-
chronisation - PI - Controller in Fig.

where w, is the natural frequency of the valve and ( is the damping ratio.
The second part of the model (power stage) can be implemented as a 2D
lookup table with the flow rate, differential pressure across the valve and
its openings [78]. The use of this two-stage model helps to achieve the
most accurate modelling of the valve’s behaviour [78].

In most of the cases the process of a valve’s parameterisation is based
on its manufacturer’s data, however, this can be inaccurate due to the
high complexity and non-linearity of hydraulic components [107]. In this
case, the TDAO16 should be characterised experimentally with the use
of the designed data acquisition, which is described in Chapter 5| The
hydraulic motor’s characterisation is presented in Chapter 6|

The designed mathematical model can be verified only with the experimen-
tal testing of the built prototype.
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3.2 Preliminary Simulation of Synchronisation

3.2.1 Original Ballsitic Synchronisation Approach

The presented results in this section were peer-reviewed and accepted for pub-
lication and presentation at ISGT PES IEEE Asia 2016 and 2017 conferences,
which were hosted in Melbourne, Australia and Auckland, New Zealand re-
spectively [105] [108]. They represent the initial modelling results that were
achieved during the first 6-9 months of this PhD project.

A mathematical model’s block diagram of the proposed system is presented
in Fig. All the components are fully described in the afore mentioned MSc
thesis [20]. However, it is worth mentioning that the acceleration derivation
block is used to compute the required acceleration trajectory by using the out-
put values from the power grid and the generator. In this system, the feed-
forward block is used to maintain a constant valve pressure loss employing a
flow rate as a variable, hence maintaining a constant acceleration.

Fig. 3.8/ shows the simulated behaviour of the system during its rapid start-
up and synchronisation. The generator is at rest until ¢t = 1 s, at which it is

triggered.

6000

= Phase Difference

Target Phase

4000
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-2000

T : . :
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Figure 3.8: Simulink modelling results of the generator and the grid phases

following an event to trigger rapid start-up and grid synchronisation

The control system computes the phase error, and it is the difference be-
tween the generator phase and the grid cycle that was chosen for synchroni-
sation. The synchronisation moment occurs when the error is equal to zero.
When the system is triggered, the control system computes the optimal phase
at which synchronisation can occur, taking into consideration the computed
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Figure 3.9: Lower and upper time boundaries for synchronisation within the

different frequency decrease rates

rotor’s acceleration trajectory. It then sets the phase error to a negative value
with magnitude >> 27, taking into consideration that the grid must complete
several extra cycles during the rotor’s acceleration process. It can be seen that
Fig. shows a discontinuity in the phase error at 1-1.15 s, where the com-
puted error drops by ~ 27. This is caused due to the continuous re-computing
of the target phase for synchronisation, and it is based on the actual generator’s
acceleration. When the control system predicts that the measured acceleration
cannot fulfil all the requirements regarding phase and frequency matching, the
target phase is recomputed such that it “slips back” by another cycle. The same
behaviour continues until the measured acceleration trajectory is predicted to
meet the criteria required to achieve synchronisation at the target phase.

Throughout the simulation of this model with different frequency droop
rates and the initial phases of the generator’s shaft, a number of graphs were
plotted to verify its robustness.

Fig. 3.9 portrays the time for synchronisation of the generator with a power
grid. The lower boundary represents the moment when the generator phase
hits the lower synchronisation boundary of -0.3 Hz (-20°). Respectively the
upper boundary is the time when the generator phase passes by the synchro-
nisation window with its upper limit +0.3 Hz (+20°) [109].

The phase increment for the simulation has been chosen to equal 30°, in
order to speed up the simulation and still correctly calculate the synchronisa-
tion times throughout a 360° cycle. When the increment equals 1°, the plot will
be slightly different, this is depicted in Fig. The vertical negative slope
represents the time which is required for the control system to slip back a full
cycle (2), in order to find the next target grid cycle for synchronisation.

The exact synchronisation times could be obtained for various frequency
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Figure 3.11: Time windows for the synchronisation moment with the range +
0.3 Hz

However, in the ideal case shown above, this is assumed that connection
to a power grid occurs instantaneously. In reality, delay times will be incurred
through the use of mechanical contactors (typically > 100 ms), and it is neces-
sary for the hydraulic control to maintain synchronisation within the accepted
window during this time. This information is vital for the depiction of the next
plot, which represents the duration of these windows. They will help to un-
derstand how the control system should be modified (or not), in order to close
a circuit breaker within the £ 0.3 Hz window. The plots are presented in Fig.
B.11]

As it can be seen from the plot the longest time window is equal to 7.5 -

8.5 ms. This time frame is not enough for a circuit breaker to connect a syn-
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Figure 3.12: Simulink modelling results of the generator and the grid phases

following an event to trigger rapid start-up and grid synchronisation by em-

ploying the modified computer model

chronous generator to a power grid. Meaning that it is imperative to modify
the control system to extend the synchronisation windows to achieve stable

synchronisation.

3.2.2 Improved (2-stage) Ballistic Synchronisation approach

In order to design a fully operational closed-loop system, which can be con-
nected to the power grid during its acceleration, a 2-stage synchronisation ap-
proach was designed after the start of this PhD programme by the PhD author.
Its phase profiles are depicted in Fig.

This mathematical model comprises a synchronous generator model, a stan-
dard Simulink excitation system, and a three-phase voltage source which is
employed as an infinite bus for the connection to the synchronous generator.

Figure depicts the modified (2-stage) ballistic synchronisation approach.
It can be seen that the initial acceleration trajectory is the same as in Fig.
however at the synchronisation moment the novel approach enters a grid-
following mode. It enables the generator to track the phase and the frequency
(velocity) of the power grid to maintain the generator within the synchronisa-
tion boundaries.

By employing the modified model, it is possible to depict the graphs rep-
resenting grid and generator voltage, since their behaviour is one of the re-
quirements for the successful synchronisation of the generator with a power
grid.

The plots are presented in Fig. and depict the zoomed positive mag-
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nitudes of the sinusoidal voltage waveforms (only phase C is shown). The
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Figure 3.13: Simulation results of the generator and grid voltage with the ac-

ceptable boundaries for synchronisation (triggered at 1s).

horizontal lines represent different synchronisation boundaries for the volt-
age requirements based on the manufacturer’s data for generator ABB AMG-
0250. The recommended voltage difference between the generator and the grid
equals 2% (1.02 - 0.98 pu), whilst 4.5% (1.045 - 0.955 pu) is its maximum value.
The voltage difference of 10% is shown in Fig. according to the IEEE 1547
Standard [109].

It could be seen that even in the worst case scenario (where the frequency
droop rate is - 2 Hz/s), the voltage error is within the acceptable range after
0.3 - 0.4 s from the moment when the system is triggered. This is the evidence
that the voltage equality between the generator and the grid is reached before

the frequency and phase angles match each other.

3.3 Chapter Summary

In this chapter, a mathematical description of the ballistic and novel proposed
2-stage ballistic synchronisation approach was given, supported by the pre-
sented simulation results for both of the methods. The chapter then presented
an overview of the employed ss-CAES systems that were tested for the syn-

chronisation approach verification.
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Chapter 4

Hardware for ss-CAES Prototype

Experimentation

This chapter focuses on a description of the built hardware prototype and fur-
ther steps for the experimental verification of the synchronisation method.

4.1 Hardware for Experimental Testing of the pro-

totype

Chapter 3| verified the proposed synchronisation approach. However, in order
to deliver a working hardware prototype, it is required to verify the main com-
ponents of the hardware prototype, update the model, and then compare the
simulated outputs with the experimental results.

The hardware prototype was built through research funding from the New
Zealand Ministry of Business, Innovation, and Employment. It was designed
to fit within a standard 20 ft shipping container which provides both transport
and a safety enclosure for the hydraulic machinery. The prototype was assem-
bled before the start of the PhD program, and further design alterations have
occurred since then. Its 3D model is shown in Fig. its block diagram is
depicted in Fig. 4.2 and the pictures of the assembled system are presented in
Fig.

The primary data acquisition set up was designed in the Labview envi-
ronment with the use of the Signal Processing toolkit. However, for the im-
plementation of the primary acceleration derivation code, another toolkit has
been utilised - Mathscript RT. The main reason is that the acceleration code
was written in MATLAB and then used in the main mathematical model in the
Simulink/Simscape environment. Hence the use of the same MATLAB code

could drastically reduce the time for the hardware implementation [71},[110]. In
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2. Nl controller.
3. Amplifier.

Figure 4.1: A three dimensional model of the ss-CAES prototype.

most cases, this toolkit is used with the Control and Simulation toolkit, which
mimics Simulink. There are few Mathscript applications with the use of stan-
dard Labview libraries. Even though it is a powerful library that bridges math-
ematical modelling in MATLAB/Simulink and hardware verification in Lab-
view, there are not many researchers who can use this tool effectively.

There are various limitations of this toolkit that can be found on the official
National Instruments website. It should be noted that the main acceleration
derivation code was implemented without any unsupported functions or li-
braries. However, it should be specified that the toolkit does not precisely
like the MATLAB environment. During the preparation for the experimental
testing, it was noticed that the main script with if-cycles does not output the
same results as it does in MATLAB. Labview executes the whole script from
line 1, even though the requirements for if-cycles have been fulfilled. Whereas
MATLAB will stay in the if-cycle while the if condition is fulfilled. Hence it is
required to change the scripts so their outputs will match with the correspond-
ing MATLAB scripts.

4.1.1 DAQ system

The data acquisition system for the components testing was designed by the
PhD author with the use of a National Instruments controller cRIO-9068 with
the following input/output modules and components - Fig.
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Figure 4.2: Schematic of the main components of the prototype.
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Proportional throttle valve NG16

Synchronous generator
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Figure 4.3: Small Scale Compressed Air Energy Storage system during the final
stage of its assembling.
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Figure 4.4: Data acquisition system for experimental validation of the described in the research prototype.
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With the fully assembled hardware prototype and the data acquisition sys-
tem, it is possible to start the verification process of the main components of the
system. It leads to the updated mathematical model that will verify the perfor-
mance of the experimental setup. The prototype has two main parts - the low
voltage cabinet and the electro-hydraulic drivetrain. They are discussed later

in this section.

4.1.2 Low voltage controller cabinet

The prototype’s low voltage controller cabinet is shown in Fig. Its wiring
was completed in the beginning of this PhD project by the PhD author. The
following components are placed in the cabinet:

1. National Instruments controller NI-9068.
2. TRIO Motion controller MC464.

3. Amplifier.

1. National Instruments controller. A NI controller cRIO-9068 is the central
controller of the ss-CAES prototype. This is a 667 MHz Dual-Core CPU,
512 MB DRAM, 1 GB Storage, Zynq-7020 FPGA, Extended Temperature,
8-Slot CompactRIO Controller. It features an FPGA and a processor run-
ning NI Linux OS. To expand its functionality, the following analog and
digital modules were utilised:

e NI 9063 Analog output module. It's a 100 kS/s/ch Simultaneous,
+10 V, 4-Channel C Series Voltage Output Module. This module
controls the amplifier to drive the proportional throttle valves.

e NI 9225 Analog input module. It has a voltage range of 4+ 60V with
the maximum sample rate of 50kS/s/ch. The module inputs the

output signals from the pressure sensors.

e NI 9401 Digital module. It's a 5 V/TTL, 8 Bidirectional Channels,
100 ns C Series Digital Module that inputs the encoder and flowme-
ter output signals.

2. TRIO motion controller. The TRIO motion controller MC464 was initially
implemented to monitor the system’s pressure, temperature sensors, to
control the hydraulic drum brake and the pneumatic valves at the cylin-

ders by inputting the outputs from the fork sensors. The controller can



51

CHAPTER 4. HARDWARE FOR SS-CAES PROTOTYPE EXPERIMENTATION

{1H]1]

Figure 4.5: Low voltage cabinet of the ss-CAES prototype.
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be programmed with use of one of the five official IEC 61131-3 program-
ming languages. For the synchronisation technique testing this controller
did not operate due to the necessity to acquire all the input and output
signals via one controller (NI controller). The controller with its modules

is presented in Fig.

<
u
[}
o
T

Figure 4.6: TRIO Motion controller MC464 with two analog modules P326 and
a digital module P319 in the low voltage cabinet of the ss-CAES prototype.

3. Amplifier. To fully control the current driven proportional throttle valve
(TDAO16) employed in the prototype, it is required to deliver the maxi-
mum current of 1.05 A at 16 VDC. The controller utilised for the testing,
NI cRIO-9068, with the output module NI9263 can deliver +/- 10 VDC
and 20 mA. Hence, to operate the valve, an amplifier has been designed
to provide the required opening current (voltage) (shown in Fig. f.7 and
Fig. [4.8). A voltage output from the controller controls a current output
from the amplifier, which creates a current loop through the valve’s coil
to energise it. It is a three channel amplifier and one of the channels is
shown in Fig. It should be noted that there are no current output
National Instruments modules that can deliver the output current up to
1.05 A directly.

The amplifier works by using negative feedback. The current taken by
the load is sensed by the current sensing resistor (R2), and the op-amp
adjusts the current so that the output current is always Vin/R2. The out-
put of the NI9263 is connected to the op-amp through a trimpot R1. It
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Figure 4.7: Input and output terminals of the amplifier.

allows adjusting the output current by changing the Vin. The value of
the R1 needs to be high enough not to overload the output stage of the
NI9263. In our case, it is 10K.

The current sensing resistor R2 is a 1 Ohm, 2W power metal strip resis-
tor. The op-amp, OPA548, is a low-cost, high-voltage /high-current op-
erational amplifier with thermal shutdown and adjustable current limit.
It can deliver 3A continuous output current with supply range up to +/-
30V. The current limiting resistor R3 sets the current limit to approxi-
mately 3 Amps. The internal thermal shutdown will disconnect the out-
put when the temperature of the die reaches 1600C. Additionally, the
op-amp is protected with resettable PTC fuses (F1, F2,) in power supply
lines. The op-amp is in the TO-220 package and attached to a heat sink
with fan assisted cooling. In order to drive the amplifier, a 20V power
supply has been designed. It was required due to the necessity of having
the amplifier’s output current in the range from 0 to stable 1.05A.

For experimental testing in New Plymouth, the amplifier was connected
as it is shown in Fig. according to the following procedure:
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Figure 4.8: The PCB of the designed amplifier.
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Figure 4.9: Output channel 1 of the designed amplifier.

(a) Connect two common wires (green and yellow) to the power supply
inputs Output 1+ and Output 2-. In this case, -VCC is connected to
the negative Output 1- and +VCC to the positive Output 2+. It will
give the required positive and negative voltage for the amplifier.

(b) Set up the power supply’s voltage to 16V.

(c) Connect IN- and IN+ to the NI9263 (AO0). OUT- and OUT+ are
connected to the valve coil. By controlling the AOO voltage via Lab-
view, it is possible to control the opening of the valve. However, the
main aspect is a control current flowing through the PTV coil. It is

necessary to verify the current when the amplifier is connected to
the PTV.
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Figure 4.10: Amplifier is connected in the low voltage cabinet during experi-
mental testing.

(d) By gradually increasing the control voltage (AOO) measure the cur-
rent though IN+ connection by using a multimeter.

(e) Record the voltage values with the corresponding current values.
Ensure that the maximum value of the current is at least 1.05 A. It is
required to fully open an TDAO016 valve.

The first runs of the programmed NI controller did not open or change
the orifice areas (openings) of the valves. The troubleshooting showed
that the resistance of the valve’s current loops was too low. According
to the technical specifications of the N19263, the minimum resistance of
a circuit connected to the module should be at least 10 kOhm. To ac-
commodate this requirement, additional resistors were put into the am-
plifier’s channels. The amplifier also got upgraded heat sinks to prolong
the life of the device. Before retrofitting the amplifier, it was tested by
recording its voltage-current relationship using a test rig at Robinson Re-
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Table 4.1: Voltage-current testing of the amplifier

Voltage (V)
2 25 |3 35 |4 |45 |5 55 |6 65 |7 75 |8 85 |9 95 |10
Second Channel Current (A) | 0.18 | 0.24 | 0.29 | 0.35 | 0.4 | 0.46 | 0.51 | 0.56 | 0.62 | 0.67 | 0.73 | 0.78 | 0.84 | 0.89 | 0.95 | 1 1.05
Third Channel Current (A) | 0.19 [ 024 | 0.3 | 0.35 | 0.4 | 046 | 0.52 | 0.57 | 0.63 | 0.68 | 0.73 | 0.79 | 0.84 | 0.9 | 0.95 | 1.01 | 1.05

search Institute. This data is presented in Table. 3.3. It should be noted
that the first channel of the amplifier was damaged due overheating at
the first experimental run of the prototype in New Plymouth and was
not used during further tests.

The valves open at the voltage of 3.4-3.5V regardless of the employed am-
plifier’s channel. Channel Three was used as a primary channel for con-
trolling the NG16, whereas the Channel Two was controlling the valve

installed in the manifold (fully open all the time).

4.1.3 Electro-hydraulic drivetrain

The electro-hydraulic drivetrain controlled by the aforementioned control sys-
tem has the following components:

e Synchronous generator. It is a 4-pole synchronous machine with a Baisler
excitation system. The generator was chosen and installed before the
start of this PhD project. In case of a contingent event in the power grid,
the generator is accelerated and synchronised with the power grid. Man-
ufactured by ABB with the power rating output of 100 kW, 400V /230V,
50Hz. The most financially feasible option is to use off-the-shelf compo-
nents in the system’s design. Taking into account that the main synchro-
nisation algorithm controls the dynamics of the generator, it is imperative
to highlight the difference between electrical and mechanical parameters
of the generator.

Firstly it is required to show a relationship between the electrical fre-
quency of the generator and its mechanical velocity (rotor velocity).

felec = Nmech * Npp (41)

where f.. is the electrical frequency of the generator in Hz, n,,. is the
mechanical velocity of the generator in rev/s and N, is the number of
the rotor pole pairs. In the same manner the generator position can be

shown as:

Octcc = Omech * Npp (42)
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where 0. and 0,,.., are the electrical and mechanical phase (position) of

the generator in radians. The electrical power output can be found as:
Pejee = T * Wnech (43)

where P, is the electrical power generated by the generator (W), 7 is
the mechanical torque produced by the generator in N - m and wy,c., is
the mechanical speed in rad/s.

The maximum torque of the generator can be found as:

P 100 - 103
mar — - = 636N 4.4
7 wmeen 2521 mn (34)

A pneumohydraulic accumulator is the primary source of energy in the
presented hardware prototype. It was chosen and installed before the
start of this PhD project. These devices store energy in the form of com-
pressed gas and separating elements. In case of the ss-CAES, its accumu-
lator is precharged with nitrogen (industrial standard) and uses a bladder
for separation of the gas and the hydraulic fluid inside the device. It is
pressurised up to 350 bar (at the capacity of 501) and capable of providing
sufficient energy to the electro-hydraulic drivetrain. When the system is
triggered, and the accumulator is being discharged, its pressure drops as
well. However, for the acceleration stage of the generator studied here,

the input pressure is assumed to be constant.

A 134HP variable displacement hydraulic motor Gold Cup M14 is cou-
pled to the generator to accelerate it. It was chosen and installed before
the start of this PhD project. To control the torque transmitted to the gen-
erator, it is required to adjust the motor’s displacement by utilising the
swash-plate drive mechanism. During the system’s operation the accu-
mulator’s output pressure decreases, as well as the flow rate. Since the

motor’s velocity can be calculated as:

Q

N = 2>
Vb

(4.5)

where N is the velocity of the motor in RPM, @ is the flow rate in the
hydraulic circuit (Ipm), and V) is the displacement of the motor (1/rev).
When the flow rate decreases, the velocity of the motor can be kept con-
stant only by changing the displacement of the motor.

Three efficiencies are employed to characterise a hydraulic motor named
overall, mechanical and volumetric efficiency. The mechanical efficiency

is a correlation between the theoretical output torque and the real torque.
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The volumetric efficiency at the same time describes the relationship be-

tween the theoretical and actual flow rate through the motor.

Since the main application of the hydraulic motor is a fast accelerated hy-
draulic drivetrain, it is imperative to calculate the maximum achievable
acceleration of the motor:

Toom 6366
Jmotor + Jgen  1.45 + 0.0085

= 414.7rad/s* (4.6)

Qtheor =

tome = —20m¢ — (.38 (4.7)

Xtheor

where oy, is the theoretical acceleration of the drivetrain (rad/s?), Thim
is the nominal torque of the hydraulic motor (V - m), Jyei0r is the inertia
of the motor (kg - m?), J,e, is the inertia of the synchronous generator
(kg - m?), tsync is the synchronisation time (s), wsyn. is the synchronisation
speed in rad/s. It should be mentioned that the derived synchronisa-
tion time is theoretical and is different from the real values due to the
combined inertia of the electro hydraulic drivetrain.

e Proportional throttle valve TDA016. The valve was chosen and installed
as part of the current PhD project. The central actuator in the hydraulic
circuit is a proportional throttle valve TDAO016, which controls a flow
through the hydraulic motor. To achieve the maximum flexibility of the
drive train dynamics, two proportional valves have been employed. Dur-
ing the system’s testing one of theses valves was fully opened, due to the
inadequate performance of the inline valve. This valve is depicted in Fig.
and it is mounted on top of the hydraulic manifold. It is a Parker
TDAO16 current driver valve with a 16 VDC coil. In the case of this valve
it is required to achieve the coil current of 1.05A to fully open it. Since the
valve (valves) are controlled by the NI controller, it is necessary to output
a current from it up to 1.05A. There are no current external modules (C-
series) that would be able to achieve such high values. To overcome this
issue, an amplifier has been designed by the electrical engineering team
of Robinson Research Institute.

A hysteresis effect in operation of the proportional throttle valve takes
place when the control current increases and then decreases. In this case,
due to the saturation of the coil, the flow rate at the current flowing down
is higher than the current flowing up. Meaning that for stable control
of the electro-hydraulic drivetrain, a hysteresis compensation algorithm
should be implemented.
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Figure 4.11: TDAO16 Proportional throttle valve employed in the ss-CAES pro-
totype.

e Pressure sensors. The sensors that are employed in the system are manu-
factured by Parker (IQAN-SP) (shown in Fig. |4.12) and have the follow-
ing specifications:

— Pressure range 0 - 500 bar (0.5 -5 V).
— Burst pressure 1500 bar.
- Type B with a G1/4 thread.

— Integral 3 pin connector is a sealed AMP Junior type.

All of the sensors are connected to the NI-9229 analogue input module
installed on the cRIO board. They continually monitor the inline pres-
sure (referring to Fig. from the hydraulic power unit (inline pressure
sensor) and the differential pressure profiles across the valve (pressure
sensor 1 - pressure sensor 2) and the hydraulic motor (pressure sensor
2 - pressure sensor 3). In case of the testing with the input from the ac-
cumulator, the inline pressure sensor can be placed into the accumulator
output circuit. It is an important safety feature to ensure that the pressure
in the hydraulic circuit will not exceed the limit of 350bar.
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Figure 4.12: Pressure sensors IQAN-SP employed in the ss-CAES prototype
(located on the manifold).

The pressure sensor measurements are saved via a logging loop utilis-
ing the standard Labview tdms tools. Meanwhile, the same pressure
readings are also passed to a differential pressure loop. It is specifically
designed to find a moment when the differential pressure reaches the
required 50/70/100 bar (can be modified online via the central NI con-
troller). The differential pressure loop compares the difference between
the sensors readings and the specified differential pressure value. As
soon as the required pressure is reached, the "Differential” indicator goes
off on the front panel. This indicates the moment when the flow rate mea-
surements can be recorded. All the sensors are connected to the NI1-9229

Analogue input module installed in the low voltage cabinet.

e Incremental encoder. The incremental encoder installed on the genera-
tor’s shaft monitors the position, velocity and acceleration profiles of the
electro-hydraulic drivetrain. The quadrature encoder DFS60B-S4PA10000
- manufactured by Sick - can provide high-resolution measurements up
to 16 bit (up to 10000 pulses per revolution) with the accuracy of +0.008.
The output frequency is less than 600 kHz, and the signal from it is mea-
sured by the NI-9401 module installed on board the controller chassis.
The installed in the prototype encoder is shown in Fig.

— Pulses per revolution - 10000 (40000 in X4 mode).
- 4.5...32 V, TTL interface.

— Output frequency - < 600 kHz.

o Flowmeter
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Figure 4.13: SICK DFS60 incremental encoder utilised for measuring the dy-

namics of the electro-hydraulic drivetrain.

Flow meter turbine type WEBTEC LT300-FM-B-B-6 with the measured
flow rate range of 8-300 Ipm at the maximum pressure of 420 bar. It out-
puts a digital frequency signal in the range between 20 Hz and 2000 Hz
(from 30 mv to 10 V sinusoidal wave output signal) and has the induc-
tance of 1.55 H. By using a zero-detection mechanism; it is possible to
compute the frequency of the output signal. It is measured by the use of
the NI-9401 module installed on the cRIO-9068 chassis. The module has
a special mode (STL) that can automatically track a period of a signal,

hence used as a counter in the acquisition unit.

Initial tests of the flow meter showed that due to its high inductance, it
outputs a high frequency signal (up to 700 lpm) that stabilises at a flow
rate >35lpm. It makes it impossible to use the device to measure the flow
rates <35lpm, hence test the valve at low voltage step tests (< 5V). This
behaviour is shown in Fig. [.14(a).

For real experimental testing, the flowmeter was placed into the hydraulic
circuit (Fig. (b)). Its measurements were employed for the parame-
terisation of the proportional valves and hydraulic motor. The flowmeter
has two outputs "Frequency + and -". The negative output is connected
to the OV input of the Schmidt trigger. Whereas the positive output is
connected to the Signal input of the trigger. Pin 17 of the 9401 module is
wired in with the common (0V) output. Meanwhile Pin 16 is connected
to the output A of the Schmidt circuit.

In order to power up the trigger, another power supply is used to gen-
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erate +10V and -10V. The common wire from the power supply is con-
nected to the common terminal of the circuit.

1500

1000
The system is triggered
500 +
“ T T T

0 T T T T
140.2 140.4 140.6 140.8 141.0

Time (s)

Flow rate(Ipm)

(a) Flow rate spikes during a start of the prototype.

[ %

Valve TDAO16

Flowmeter

/ f 5 Pressure sensor

Flowmeter signal output

Flow direction Needle valve [ - \
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(b) Flowmeter in the hydraulic circuit during experimental testing.

Figure 4.14: Flowmeter testing.

The Schmitt trigger utilised in the project has the following characteris-
tics:

- Input sine waveform from 10 Hz through to 2000 Hz. Input level as
designed and tested is a minimum of 30mV peak = 2ImV RMS.
— Outputs available from three output terminals = A, B, C.

— Output’A’ provides standardised pulse width of about 200 microsec-
onds (subject to comment below) independent of frequency or input

level.
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— The pulses are negative going 5volt.

— Output ‘B’ provides pulses of varying width depending on frequency
and are also negative ging 5volt.

— Output 'C’ provides the raw output from the LM311 comparator.

Originally designed with a CA3140 op-amp given a gain of 380 that drove
a comparator made with CD74HC14. The schmitt trigger inverters also
provided a standardised pulse width output, together with separate in-
verted and noninverted outputs. The LM311 produces a pulse for both
positive and negative halves of the sine input waveform. The experimen-
tal testing of the trigger circuit and the flowmeter is shown in Fig.
and the circuit is shown in Fig.
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200w 2 S 3

Figure 4.16: Flowmeter testing. Left: Zero detecting mechanism is shown on

the oscilloscope. Right: Connected flowmeter and the schmitt trigger circuit.

e Fork sensors The fork sensors installed on the pistons of the system are
WEMS80-60P311 and WEMB80-60P321. Their output signals control the
pneumatic valves that control the operation of the pneumatic cylinders.
The sensors are depicted in Fig.

The cylinders are designed to create a constant flow in the hydraulic cir-

cuit, acting like a two-stroke engine.

4.1.4 Mechanical limitations of the designed drivetrain

Since the generator accelerates due to the high transmitted torque from
the hydraulic motor to the generator’s shaft, it is required to verify that
the torque will not exceed the shear stress of the stepped circular rotor.
Firstly it is required to estimate this value for the coupling between the
generator and the motor. Secondly, this calculation should be done for
the smallest diameter in the generator’s shaft 112].

For the coupling the following values have been used:

— The diameter of a larger shaft section D - 80 mm
— The diameter of a smaller shaft section d - 50 mm
— Radius of the couple bevel r - 30 mm

— Transmitted torque T - 647 N*m

— Design factor - 2. This value is the ratio of failure stress to maximum
allowable stress. It is usually defined by a specific application and

policy (standard).
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Figure 4.17: Fork sensors installed on the rods of the pneumatic pistons.

The following equations should be used

Cy = 0.905 + 0.783+/h/r — 0.075h/r

Cy = —0.437 — 1.969\/h/r + 0.5533h /1
Cs = 1.557 4 1.073/h/r — 0.578h/r
Cy = —1.061 + 0.171y/I/r + 0.086h/r

K; = Cy + C5(2h/D) + C3(2h/D)? + C4(2h/D)* = 1.08

16T
Tnom — m = 26.36 M Pa

Tmaz = Kt * Tnom — 28.38M Pa

(4.8)

(4.9)

(4.10)

(4.11)

(4.12)

(4.13)

(4.14)
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where h is the depth of the groove in the rotor’s shaft (mm), r is the
radius of the groove (mm), D is the notch diameter (mm), 7, and 7,44
are the nominal and maximum twisting stress respectively (MPa), T" is
the applied torque (N-m), d is the smaller diameter of the shaft (mm), K
is the elastic torsional load.

After that, the principal stress and maximum shear stress should be cal-
culated for plane stress case. The shear stress, in this case, will be 7,
= 28.38 MPa. According to the maximum shear stress, this design and
these conditions are acceptable for the shaft. The next step in the de-
sign of the system is the derivation of the maximum transmitted torque
through the shaft. Since the maximum shear stress of rolled steel (the
generator’s shaft material) is 179 MPA and based on the design factor of
2, the maximum and minimum principal shear stress are + 44.75 MPA:

-
om = ——= — 41.435M PA 415
7 1.08 (4.15)

oom - d3 - 41.435 - 106 - 0,053
r=" 716 _ T — 1016N - m (4.16)

This value of T indicates the maximum torque that can be transmitted

to the shaft under the specified design factor conditions [113-115]). It is
needed to verify if the hydraulic motor is able to achieve this torque thus
imposing limitations on the system. Based on the nominal values of the

hydraulic motor:

— Maximum displacement is 229.5 cc/rev
- Maximum velocity is 2400 rpm
- Maximum differential pressure of 420bar

- Maximum torque of 1250 Nm

The maximum torque (7}, that can be achieved in the studied prototype
can be calculated taking into account the A P=350 (pre-charged accumu-

lator pressure) bar maximum:

T = 220 @  06sn o 4.17)
NRPM

where Q is the flow rate through the motor in Ipm, Ngp), is the speed of

the motor in RPM, v is the volumetric efficiency.

In the case of the design factor of 2, this torque fails to satisfy the max-
imum shear stress criteria (also known as the Tresca condition). Hence

in the case of the full displacement of a motor of 229.5 cc/rev, the motor
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Figure 4.18: Simulated start up torque at the maximum control valve opening.

can achieve the torque that will be large enough to fail the MSS crite-
ria. This displacement can be achieved by changing the inclination of the
swash plate by using the swash plate drive. Hence a safety system (or
a pressure limiter) should be employed in this isolated circuit to verify
that the displacement will be less than the maximum value at the start of
the system (when the pressure is 350 bar). The mathematical model also
confirms the presented calculations - Fig.

The presented in this section calculations done by the PhD author have
been confirmed in ANSYS software by running mechanical stress analy-
sis, and the plots are presented in Fig.
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Figure 4.20: Hydraulic drum brake installed on the coupling between the hy-
draulic motor and the synchronous generator.

It can be seen from Fig. and Fig. that the derived shear stress
is similar to the value calculated in ANSYS. The stress areas also show
that the highest stress is experienced around the smallest diameter of the
generator shaft.

4.1.5 Design of the hydraulic drum brakes

The overall safety of the system is achieved through the use of multi-
ple control loops and also pneumatic and hydraulic safety components.
However, in case of emergency when other systems fail to perform, it is
feasible to have one safety system that is controlled via a separate con-
troller. This device is a hydraulic drum brake that is placed on the shaft
between the hydraulic motor and the generator (shown in Fig. In
the current prototype, the hydraulic brake was designed and assembled
by the client - EHL Group (New Plymouth, Taranaki). However other
calculations were performed by the PhD author using [69] to ensure that
it is possible to use this type of brake to emergency stop the hydraulic
drivetrain..

Since the space around the shaft’s coupling is limited, the decision was
made to use hydraulic, not pneumatic drum brakes (due to the higher
power density). As was calculated earlier in the project, the maximum
torque that can be achieved by the drivetrain is 1068 N - m. By using a
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safety factor of 2, the braking torque (7},q.) should be:
Thrare = Tonas - 2 = 1068 - 2 = 2134N - m (4.18)

Since the outer diameter of the coupling D=0.3m, the brake force F),q,
(V) can be derived as (with the roundup torque of 2200 N - m):

Tra e
Fraw = "D’“ = 6300N (4.19)

The next step required is the calculation of the hydraulic piston dimen-
sions that will be able to achieve the required force. Due to the compact
space, it is required to have a small piston with a limited rod’s travel dis-
tance. In order to follow the compliance standards ISO 3320, ISO 3321,
and ISO 4393, the following rod and piston were chosen:

— Piston/Bore diameter R = 32 mm,;
— Rod diameter » = 16 mm;
— Stroke of the rod L = 100 mm;

- Oil flow according to the brake’s pressure source is 50 Ipm (Q)

The bore and rod side areas can be calculated as:

Apore = T - R? = 804mm? (4.20)
Ayodside = T - 72 = 603.18mm?> (4.21)
The volumes on the piston/bore side can be found as:
Viore = - R% - L = 0.08041 (4.22)
Viodsidze = T - 7% - L = 0.061 (4.23)
Since the required force is 6.6 kN - m, the required pressure to drive the
rod is: »
P = 21— 109.424bar (4.24)
Abore
Time of the full stroke is:
V;“o side
T = 2‘2 de — 0.072s (4.25)

This is the time that can be considered as the time of the brakes clamping
on the coupling. Since this is an emergency response system, the testing
of it was not performed due to the lack of an auxillary pressure source
to activate the brakes. It should be noted however, that it is possible
to purchase and install commercially available hydraulic drum brakes

(truck brakes and so on).
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4.1.6 Heat sink thermal analysis

During the first experimental testing, it was noticed that the amplifier was
experiencing significant overheating making its operation unstable [116]. To
extend the lifespan of the device and not jeopardise the system’s operation,
the decision was made to improve its cooling system by selecting new heat
sinks.

When it comes to the design of electronic systems, it is vital to maintain
their operating temperature below 125°C. This value is usually used as the
worst-case junction temperature (maximum of 150°C - 25°C safety margin).
It is important the components’ temperature stay as low as possible (within
reasonable boundaries) since the failure rate for semiconductor components
doubles for each 10°C temperature increase above 55°C.

There are mainly three ways of designing a heat sink cooling system; a
system that can be cooled down by natural convection, by a fan, and by liquid
cooling. Taking into account the current design of the amplifier, the decision

was made to use one of the first two methods:

RHja == (n,ma:p - Ta,max)/PLoss (426)
A practical approach for calculating the required heat sink size is presented
in the official manual for the utilised op-amp OPA548 from Texas Instruments.

The junction temperature of semiconductor chips can be derived according to:

T;=Tas+ Pp- Ryjc - Rocu + Rora (4.27)
where

1. Ty - junction temperature (°C), with a 25°C safety margin this tempera-
ture is 125°C.

2. Ty - ambient temperature (°C). This temperature is assumed to be 30°C.

3. Pp - the dissipated power of the chip (W). The maximum output current
is 1.05 A at 10 V, resulting in 10.5 W dissipated power.

4. Ryjc - junction-to-case thermal resistance (°C/W) - 2.5°C/W (DC) ac-

cording to the heat sink manufacturer.

5. Rycpy - case-to-heat sink thermal resistance (°C/W) - 1°C/W for a TO-220
mounted package.

6. Rgma - heat sink-to-ambient thermal resistance (°C /W)

7. Rpja - junction-to-air thermal resistance (°C/W)
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Figure 4.21: Temperature distribution of the aluminum heatsink in the ampli-

fier at different ambient temperatures..

This can be solved for Ryg 4:

12 o _ o
Ropra = % L 5CIW 4 1PC/W) = 5°C/W (428)

It means that to keep the chip temperature below 125°C it is required to
choose a heat sink with Ryp 4 less than 5°C/W. Due to the limited space on and
above the circuit board, an SK 125 50 mm was chosen for the chip (R 4=8°C/W).
To achieve the required cooling effect the decision was made to install a 12Vdc
fan into the amplifier enclosure. According to the official heat sink manuals
from Crydom show that a 40 mm fan introduces a correction factor of 0.439,
meaning that the effective heat sink thermal resistance is 8*0.439=3.5°C/W.
This value satisfies the previously derived thermal resistance value. By run-
ning experiments, the operating temperature of the chip was confirmed to be
below 100°C under different operation cycles.

To verify the previously presented calculations, it is possible to model the
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heatsinks at different ambient temperatures. For these purposes, the ANSYS
software was utilised, and the results plots are depicted in Fig.

It can be seen that at the ambient temperature of 30°C the chip temperature
reaches almost 100°C which can be considered the maximum safe operating
temperature.

To avoid overheating of the components, a fan was installed into the am-
plifier enclosure. By creating constant flow in the enclosure and forcing heat
dissipation, the temperature in the enclosure has never exceeded 18-20°C. The
solution proved to be reliable over all stages of the prototype’s experimental
testing. The final results of these alterations are presented in Fig.

Figure 4.22: Final design of the amplifier for the ss-CAES prototype.

4.2 Chapter Summary

In this chapter, a description of the ss-CAES prototype and its main compo-
nents was given. The remainder of the chapter discussed some of the mechan-
ical modifications that had been done on the prototype. The implemented by
the PhD author high-speed data acquisition system was presented in the chap-
ter as well.



Chapter 5
Hydraulic valve characterisation

The electro-hydraulic drivetrain is controlled by the employed proportional
throttle valve (TDAO016). This section elaborates on Step 2 in the prototype’s
validation process (see Fig. [5.1), focusing on the valve parameterisation. It
took place in September 2017 in New Plymouth, Taranaki, New Zealand.

Traditionally a control valve (proportional throttle valve) is modelled with
the use of one transfer function and a 2D look-up table. The first one describes
the dynamics of the modelled control valve (control stage) and the second one
focuses on the pressure-flow rate characteristics (power stage). The experi-
mental results were used in the corresponding mathematical model to increase
its accuracy and reliability. Firstly, the relevant methods and mathematical
models for such parameterisation are described in the chapter. Secondly, the
data acquisition system for these measurements is presented. Finally, the ex-
perimental results are shown in comparison to their mathematical simulation.

An overview of the components and sensors employed for this testing is
presented in Fig. The hydraulic motor was bypassed to connect the down-
stream hose from the proportional valve back to the HPU.

5.1 Characterisation of the valve control stage

The control stage of the valve depicts the correlation between the opening dy-
namics of the valve over time (measured flow rate as the function of step tests).
There are a few limitations for the experimental testing that should be noted:

Initial Experimental
mathematical parameterisation
verification of the of the control
control approach valve

Figure 5.1: Experimental validation of the synchronisation approach. Current
stage is the control valve parameterisation (step 2).

75
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Figure 5.2: Schematic of the data acquisition system utilised for the experimen-

tal testing of the control valve NGI16.

e The maximum flow rate is 150 Ipm, which is the maximum flow output

from the hydraulic power unit.

e The maximum inline pressure is 110 bar.

e The minimum measured flow rate is > 35-40 Ipm due to the limitation of

the utilised flow meter.

Taking these points into account, the opening range for the testing lies be-

tween 40 and 80% (depending on the differential pressure). Remembering that

the higher the differential pressure across the valve, the higher the flow rate

through the orifice opening area, since [81]].

Q=0n/ot (5.1)

where Q is the flow rate through the valve (Ipm), C, is the flow coefficient, AP

is the differential pressure (bar), SG is the specific gravity.
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To verify the dynamics of the proportional throttle valve, it is required to
perform a series of step tests at different openings, in the range of 5.5 V - 8
V with the responses depicted in Fig. [78]. A close comparison of these
transients depicts the complex behaviour of the valve’s poppet since the flow
rate decreases after the initial opening when the input voltage ranges from 6 V
to 8V, due the minimum and maximum flow rate limitations.

It is followed by a flow rate rise to its steady-state value corresponding
to the input voltage signal (opening). After a close look at the plot, it can be
observed that a first order transfer function describes the low voltage step tests
6.5V V) [117].

Qo

W(s) = —>
(S> b1'5+b0

(5.2)

It contradicts the standard mathematical approach stating that the dynamics
of a proportional throttle valve could be described as a standard second-order

function [118]:
Qg

H pum—
(S) b2'$2+b1'8+b0

(5.3)

However, at a voltage higher than 6V a transfer function with three poles and

two zeros describes the dynamics more closely.

a2-32+a1-s—|—a0

p— c4
b3'33+b2'82+b1'8+b0 (5 )

W(s)

To increase the accuracy of the designed mathematical model, it is required
to increase the order of the valve’s control stage transfer function and employ
3-pole transfer functions with their coefficients given in Table. The step
response curves of these transfer functions are depicted in Fig. 5.3|as the sim-
ulation curves.

Table 5.1: Parameterisation of the valve’s control stage. Coefficients for the

second and third order transfer functions

Control voltage (V)\

. . . a1 ap by by by bo
Transfer function coefficients
5.5 0 19480 434300 0 1 607 9398
5.75 5700 18200 2826300 1 113 1110 51940
6 9600 25800 4985600 1 154 1519 75256
6.5 19300 68400 8226600 1 205 2508 90427
7 13460 99900 4702100 1 121 2295 41150
7.5 45000 416000 10845000 1 359 6638 81884
8 44600 530100 9810000 1 321 7254 66984
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Figure 5.3: Flow rate through the valve TDA016 during the step response tests
at different opening voltage (5.5-8 V). Comparison between the experimen-
tal curves and the first order (5.5V) third-order transfer function fitted curves
(5.75-8V).

Table 5.2: Pearson coefficient for the simulated transfer function curves fitted
to the experimental step responses

Valve opening (V) 5.5 5.75 6 6.5 7 7.5 8
Pearson coefficient 0.88981 0.96919 0.97938 0.97953 0.98184 0.98729 0.99183

From the plotted curves it can be seen that the third order might be the
highest possible order for the transfer functions, since there is a risk of overfit-
ting the experimental curves with the fourth order transfer functions. To show
the difference in the accuracy of the first and third order transfer functions, it
is necessary to use the Pearson coefficients that are given in Table.

Different transfer functions can represent every single step test individu-
ally. It is not feasible for mathematical modelling, meaning that it is required
to find the average dynamics curve amongst the presented step tests. Some
literature sources use only two opening tests at 20%, and 100% since valve
manufacturers usually provide these curves [78]. Bearing in mind the flow
meter limitation (Q>35 lpm) and the HPU maximum flow rate (Q = 150 lpm),
these tests cannot be performed. Therefore, the best option is to use the whole
experimental set of step tests to find one average experimental curve. Then a
curve should be fitted to it, and its derived transfer function can be used later
in the mathematical model.

As an example of this behaviour and approach, a normalised step test along
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Figure 5.4: Normalised average experimental curve representing the control
stage of the TDAO16 valve. Fitted curves were used for the modelling of the

control stage, with the best fit of the third order transfer function.

Table 5.3: Comparison between the second and third order transfer functions
for the fitted normalised average experimental curve

a2 al a0 b3 b2 bl b0
Third order transfer function 0.0186e4 0.2865e4 6.2996e4 0.0001e4 0.0194e4 0.4958e4 6.2964e4
Overdamped second order function 0 0.3401e3 3.4258e3 0 0.0010e3 0.4779e3 3.4106e3
Second order transfer function 0 0 1 0 8.9e-4 0.02135 1

with the corresponding first, second, and third order transfer functions (ob-
tained via Simulink) is presented in Fig. It can be seen from the plot that
the simulated curve (a second-order transfer function) is drastically different
from the experimental results in the first 10-20 ms after the initial opening.
Meaning that the transfer function’s output is accurate when the valve is in
its steady state; however, the initial dynamics of the function do not depict
the real behaviour. It introduces an error into the modelling results, especially
during rapid start-ups and step responses. The corresponding coefficients of
the transfer functions from Fig. 5.4/are summarised in Table. 5.3

For the modelling of the control stage subsystem, it is necessary to find
the most accurately fitted curve amongst three different transfer function re-
sponses. It can be illustrated by the use of the Pearson coefficient - Table.

The coefficients show that a 3-pole transfer function best fits the normalised
experimental average curve and was therefore used in the final version of the
mathematical model.
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Table 5.4: Pearson coefficients comparison between the second and third order

transfer functions for the fitted normalised average experimental curve

Transfer function =~ Underdamped Overdamped Three pole
Pearson coefficient 0.68947 0.88933 0.95419

The next step in the verification of the derived transfer function is the com-
parison between the experimental step flow rate profiles and the average sim-
ulated flow rates, as it is shown in Fig. The biggest error between the flow
rates can be observed within the first 0.25-0.4s from the start. The flow rate
discrepancies are summarised in Fig. This difference proves the statement
that in case of accelerating the electro-hydraulic drivetrain as quickly as possi-
ble, this flow rate errors can make a significant difference in the tuning process
of the control system. It also means that the behaviour of the drivetrain in the

real ss-CAES slightly deviates from the model.
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Figure 5.5: Comparison between the experimental step input flow rates and
the simulated average transfer function.

This disadvantage can be eliminated by employing multiple transfer func-
tion of every experimental step test that has been performed. In Simulink it
can be quickly implemented by using a Lookup table with the correspond-
ing transfer functions parameters. However, due to the limited computational
power and significant simulation times, this approach was not implemented
in the final model.

It should be noted that there are other options of replicating the flow rate
profiles apart from the use of transfer functions. By using the same Simulink
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Figure 5.6: Flow rate difference between the experimental flow rates at differ-

ent step inputs and the simulated average transfer function output.

System Identification toolbox it is possible to estimate any corresponding State
Space models. However, these models don’t work accurately with the used
Simscape models for the electro-hydraulic drivetrain.

Polynomials models were never able to achieve the required fit and could
not replicate that initial flow rate sag observed in the first 10-15ms from the
start. Nonlinear models either had a lower fit value, or were too complex for
the model to simulate the behaviour of the drivetrain within a reasonable time-
frame.

It should be noted that since the system starts from rest when it is triggered,
the valve should be tested from zero voltage/zero flow rate. Non zero tests
contradict the logic of the system and also contradicts the approach presented
in [78].

5.2 Characterisation of the valve power stage

The second part of the modelling of the valve TDAOQ16 is its power stage char-
acterisation. It describes the relationship between the valve’s opening (i.e., in-
put control voltage) and the flow rate through it. To design an accurate mathe-
matical model, it is necessary to perform a series of tests at various differential
pressure profiles. In case of the presented system, the operating range lies be-
tween 10 bar and 100 bar. However, the DAQ system was implemented in the
way that the inline pressure from the power unit cannot be changed during

the experimental testing. Therefore, to achieve the required differential pres-
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Figure 5.7: Quasi-state flow rate test at different openings (control voltage) at
70 bar differential pressure across the valve.

sure across the valve, a variable orifice area after the valve should be placed.
This, in turn, gives the opportunity to change the differential pressure across
the valve when it is open.

A needle valve was chosen for this purpose. Since during the testing the
differential pressure across the valve changes depending on its opening, the
needle valve opening should be altered to achieve the required constant pres-
sure drop across the valve.

A recorded flow rate at this moment is used for the power stage parame-
terisation of the valve, as it is depicted in Fig. for the pressure drop of 70
bar. Since it is necessary to open the valve by increasing the control voltage
and then close it by decreasing the voltage, it is possible to record the upward
and downward flow rate trends. It helps to verify the valve’s operation in the
whole operating range under different conditions. As an example of this test-
ing, two flow rate curves are shown in Fig. The same tests were repeated
for 10 bar/20 bar/30 bar/50 bar/70 bar/100 bar differential pressure profiles
across the valve, and they are presented in Fig. The TDAO16 differential
pressure profiles are depicted in Fig. The lower a pressure drop across the
valve, the more challenging is to achieve the required needle valve pressure.
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Figure 5.8: Power stage parameterisation - ptv differential pressure.

By summarising all steady-state flow rates at various differential pressure
profiles across the valve, it is possible to design a 2D lookup table that later can
be used in the final mathematical model of the valve.

5.2.1 Hysteresis effect in hydraulic valves

After the close analysis of the previously presented plot (Fig. [5.7), it can be no-
ticed that the flow rates between the opening and closing of the valve are dif-
ferent. This is due to the hysteresis effect in the valve’s coil, the magnetisation
of which creates the opening force (the valve is spring loaded and normally
closed) [76]. The travel distance of the poppet changes due to the residual
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Figure 5.9: Power stage parameterisation - ptv differential pressure.

magnetic field in the coil (hysteresis) causing this flow rate difference, as is
shown in Fig.

According to the manufacturer’s data, the hysteresis error in this size of the
valve (NG16) should be around 3%, whereas the experimental testing shows
the error up to 15%. It becomes even more noticeable when the experimental
results are plotted along the official data as it is presented in Fig.

However, there is a big difference in the way the aforementioned exper-
imental curves and manufacturer’s profiles were acquired. Valve manufac-
turers (like Parker) test their valves using highly precise and accurate pres-
sure pumps and short tubing connecting them to the tested valves. Whereas,

the current experimental setup comprises a standard industrial HPU and a
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Figure 5.10: Power stage verification of the valve TDA016. The hysteresis effect

within the experimental opening range at two differential pressure profiles.

few meters of pipe and hose that are connected to the central manifold. Even
though it is different from the "ideal" testing environment, this particular test-
ing helps to verify the realistic behaviour of the valve in the current system.

The next important step in verifying the operation of the valve and the hy-
draulic drive train is the comparison between the experimental and ideal flow
rate curves. Regarding the studied hysteresis effect, the most feasible solution
is to compare the flow rate difference between the opening and closing of the
hardware and ideal TDAOQ16 valves. At this stage, there is the experimental
data obtained for the differential pressure profiles from 10 bar to 100 bar at
the opening between 50% - 80%. To find the flow rates for the opening below
50% and up to 100% it is required to extrapolate the gathered experimental
measurements. However, it should be done with the use of the valve flow co-
efficient that can be derived from the experimental data, taking into account
that:

Cy = Q) % (5.5)

where Cy is the flow coefficient, () is the flow rate in Ipm, AP is the differ-
ential pressure across the valve (bar), SG is the specific gravity. The derived
coefficients are presented in Fig.
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Figure 5.12: Derived flow coefficients of the control valve NG16 from the ex-
perimental results during the power stage verification.

After this, it is possible to use this equation and the extrapolated flow dis-
charge coefficients to derive the flow rate profiles in the range of 35 - 100%
opening of the valve at various differential pressure. The same principle can
be used for deriving the ideal valve discharge coefficient, that can be used for
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plotting multiple flow rate curves at various differential pressure profiles.

When the flow rate profiles for the opening trend are derived, it is necessary
to derive the downward trend taking into account that the manufacturer’s data
indicates the hysteresis of 3 %. During this calculation, it should be noted that
the maximum opening (flow rate) for both of the trends is the same. Hence the
maximum flow rate difference between the trends can be observed in the open-
ing of 80 - 90%. The easiest way to show the influence of the hysteresis on the
valve output is to calculate the flow rate difference between the trends. Based
on this calculated difference (manufacturer’s data) it can be plotted against the
experimental flow rate difference - Fig.

The experimental and manufacturer’s data discrepancies show that they
are significantly different from each other. The HPU flow rate output limitation
is 145 - 150 Ipm which means that the maximum opening of the valve shifts
from 10 V (100%) down to 6 - 9 V (depending on the differential pressure across
the valve). Even though it was not possible to achieve 100% valve opening
experimentally, the plot still shows a significant difference in the flow rate. It
also proves the point that the hysteresis effect in this tested valve is stronger
than it was predicted with the use of the manufacturer’s data.

The hysteresis effect means that a motor (and any actuator) controlled by
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the valve, will not behave in the same manner during opening and closing.
Therefore, it is necessary to implement a hysteresis compensation algorithm
into its control system. Meaning that the valve should be able to achieve the
same flow rate (hence the actuator output) regardless of the residual magneti-
sation of the valve’s coil. In the case of the system presented in this research, it
is feasible to use the motor’s velocity as the reference that should be achieved
regardless of the hysteresis. This means that the system should be able to de-
crease the control voltage output to the valve, to reduce its orifice area, result-
ing in lowering the flow rate, to achieve the required output from the drive

train.

5.2.2 Hydraulic effects in the hydraulic circuit

The dynamics of the hydraulic fluid also depend not only on its chemical but
physical properties. In case of rapidly accelerated systems, it means that lam-
inar and turbulent realms might affect the behaviour of the hydraulic drive-
train. It should be noted that the use of different fluids might change the sys-
tem outputs as well. Fluids are mainly categorised into Newtonian and non-
Newtonian fluids. Mineral oil and water-glycol blend are both non-Newtonian
fluids that can be classified as non-compressible fluids [71, [119].

One of the most critical parameters that can categorise the liquid flow realm
(hence the flow behaviour) is Reynold’s number. The number is calculated dif-
ferently for pipes, valves, and different geometric orifices. The geometry also
can influence the flow coefficient of the valve (valve sizing coefficient). The
experimental testing of the valve showed a classic example of a differential
pressure dip across the valve. The magnitude of the "vena contracta" dip is de-
termined by the poppet’s geometry. In our particular case, this can potentially
change the acceleration behaviour of the system [10] - Fig. This corre-
sponds to Fj, coefficient and determines the likelihood of cavitation after the
valve.

Valve Reynold’s number can be calculated as:

v _NiFi-Q-Sa
REV N, - i/FL Cy

where Fj is the valve style modifier, Q is the volumetric flow rate in m3/hr,

(5.6)

p is the absolute viscosity, F7, is the liquid pressure recovery factor, Cy is the
flow coefficient of the valve, and N, and N, are the units correlation constants.

For Reynold numbers smaller than 56, the flow realm is considered lami-
nar and for values larger than 40,000 - turbulent. It should be noted that the

majority of valve operations lie in the turbulent realm.
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Figure 5.14: "Vena contracta" curve of the proportional valve TDAOQ16 valve

during the acceleration testing at the opening of 6.6V.

One critical factor that should be taken into account when a hydraulic sys-
tem is designed is "cavitation". Cavitation is the process when the flow rate
through the valve is not proportional to the square root of the pressure drop.
When the flow rate is constant, it is described as a "choked flow". Cavitation is

caused by pressure conditions, not the flow rate.

5.2.3 Hydraulic nonlinearities in the drive train

Taking into account that the manufacturer, Parker, provides only a 10 bar flow
rate characteristic for the studied valve, it is necessary to calculate and plot
the flow rate profiles at different differential pressure profiles. It is achievable
through the calculation of a flow coefficient of the valve, remembering that:

Q= f(i,AP) (5.7)

A
Q=0Cn/or (5.8)

where () is the flow rate in Ipm, C,,,, is the flow coefficient, AP is the differential
pressure (bar), SG is the specific gravity.
With the derived flow coefficient, it is possible to calculate and plot the

required flow rate profiles of the valve by using the same equation [120]. By
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Figure 5.15: Derived flow rate profiles through the valve at different differen-
tial pressure profiles.

utilising the plotted curves, it is possible to calculate polynomials to implement
this look-up table in its mathematical model. To achieve the highest accuracy,
third order polynomials were utilised.

Q=A-2*+B-2>+C-z+D (5.9)

This relationship describes a single flow rate profile, showing the correla-
tion between the opening and the flow rate. To make this system dependable
on the differential pressure, it is necessary to find a mathematical relationship
between the coefficients of the flow rate polynomials. It can be done by plot-
ting all the values of A, B, C, and D, as it is presented in Fig.

By utilising this correlation, it is possible to find the relationship between

these values and the differential pressure across the valve.

A ~5-107- Ap>+5-107% - Ap + 0.0002

Bl _ ) —1-107-Ap?+9-1077- Ap +0.004 (5.10)
C 71075 - Ap® — 0.0056 - Ap — 0.2414

D —2-107% - Ap® +0.013 - Ap + 0.5574

By putting these polynomials into the original flow rate equations, it is pos-
sible to establish the relationship with the flow rate, differential pressure across

the valve, and the opening of the valve.
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Figure 5.16: Coefficients of the flow rate polynomial

From the aforementioned correlations, it can be speculated that the flow
rate calculation and its prediction is a straightforward process. However, in
real life, there are a few variables that affect the flow rate profiles.

Referring to the flow coefficient equation, we can specify that
Q = f(Cu, AP, SG, ) (5.11)

where () is the flow rate in Ipm, C,,,, is the flow coefficient, AP is the differential
pressure (bar), SG is the specific gravity.

Remembering our power stage experimental testing, it is reasonable to as-
sume that the differential pressure across the valve during the testing is con-
stant, meaning that it does not change the tested flow rate curve (for instance,
A P =70 bar). However, within this flow rate:

Q= f(C,,5G, x) (5.12)

where () is the flow rate in Ipm, C,,,, is the flow coefficient, A P is the differential
pressure (bar), SG is the specific gravity.

As we mentioned and confirmed above, the flow coefficient (C,) of the
valve depends on the opening of the valve x. The next variable in the function

expression the specific gravity (SG) of the mineral oil in the main hydraulic
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circuit. It should be noticed that the SG can be calculated as:

SG _ Pmineraloil (513)

Preference
where prineraioit AN Preference are the density of mineral oil and reference in
kg/m? and SG is the specific gravity of the fluid.

sG= L Sy py (5.14)

pwater f(T7 P)
Both of the densities (pmineraioir aNd pyater) depend on the temperature and

pressure. Meaning that the fluid’s temperature affects the flow rate in the hy-

draulic circuit as well:

Q= f(T, ) (5.15)

The temperature of the fluid heavily depends on the ambient temperature
and the system’s operation, since fluid and mechanical friction affect the tem-
perature as well.

With regards to the opening of the valve, this parameter only seems to be
linear and constant in case of quasi-state tests. The valve opening depends
on the current flowing through the valve’s coil. The current from the central
NI controller, NI-9068, is amplified by an amplifier making from 10Vdc/20mA
the required 16Vdc/1.05A. One of the main components of the amplifier is a
trimpot. It was tuned to deliver stable 1.05A corresponding to a 10V output
from the controller in laboratory conditions. However, it was noted that the
maximum output current is not stable over time since the potentiometer is

subject to temperature changes; hence its resistance varies. It results in:
. u
i=——r=f(T,t) (5.16)
r

where i is the coil’s current (A), u is the applied voltage to the coil (V), r is the
resistance of the coil (Ohm).
Meaning that:
r=f(T,t) = Q= f(T,t) (5.17)

This temperature-time relationship is exceptionally challenging to calcu-
late. Even though the ambient temperature changes during the system opera-
tion, the fluid temperature changes depending on the current operation. This
makes the prediction process of the temperature correlation and the flow rate
in the hydraulic circuit extremely difficult to establish.

To further verify the non-linearity and complexity of the presented hy-

draulic circuit, a hydraulic analysis was performed in the software ANSYS
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Figure 5.17: Fluid velocity distribution in the pipe connected to the control
hydraulic valve TDAO16.

19.2. Since a detailed hydraulic analysis of the main components of the system
is out of the scope of this thesis, only a tube coming from the manifold to the
control valve was simulated. According to the inlet pressure of 110 bar result-
ing in the fluid velocity of 0.3 m/s. The simulation plots are combined in Fig.
The presented simulations show how fluid flow is non-uniform, mak-
ing it is difficult to predict and estimate the behaviour of the main hydraulic

components in the circuit.
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5.3 Chapter Summary

This chapter presents the mathematical modelling and experimental verifica-
tion tests of the proportional throttle valve (TDA016) employed in the pro-
totype. This is achieved by utilising two different mathematical subsystems
(control stage and power stage) along with the corresponding experiments.

The control stage third-order transfer function has been derived from the
performed step response experimental testing at seven different voltage in-
puts. This process helped to ensure that the valve is modelled as realistically
and accurately as possible within the utilised experimental setup. The power
stage of the valve was modelled and experimentally characterised at six differ-
ent pressure drops across the valve (limited by the maximum inline pressure
from the hydraulic power unit).

This chapter discusses the hysteresis effect that is presented in the studied
TDAO16. This study showed that the experimental hysteresis is significantly
larger than the nominal value (11-35% and 3% respectively). An overview of
hydraulic effects in the central hydraulic circuit finalises the chapter.



Chapter 6
Hydraulic motor parameterisation

A hydraulic motor is the most commonly used hydraulic actuator, and is utilised
in the current system for accelerating the synchronous generator. Its speed,
torque, and acceleration are determined by the flow rate through the motor,
which is determined by the opening of the TDA016. The main parameter that
determines these characteristics is the displacement of the motor, which can be
changed with the use of the employed swash plate drive. The main dynamic
characteristics of the motor and the drivetrain, in general, are determined by
the combined inertia of the drive. This aspect of the motor (drive) parame-
terisation is the most complicated due to the presence of the hydraulic brakes
and the coupling on the shaft between the motor and the generator. To ensure
the accurate mathematical representation of the inertia, it is required to per-
form the dynamic acceleration testing. The motor’s displacement also can be
verified only experimentally due to the inability to verify the current angle of
inclination of the swash plate in the motor. The logical progression through
the project steps is shown in Fig.

6.1 Signal processing and instrumentation

In case of the presented research, the drivetrain’s parameterisation starts with
the displacement verification (it determines the maximum speed), and the
combined inertia derivation, which determines the train’s acceleration time

[52]. For the verification of the displacement of the motor, the following equa-

Initial Experimental Experimental
mathematical parameterisation parameterisation
verification of the of the control of the hydraulic
control approach valve motor

Figure 6.1: Steps for the system feasibility, focusing on the hydraulic motor

characterisation.

95
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Figure 6.2: Schematic of the data acquisition system utilised for the experimen-
tal testing of the hydraulic motor (drivetrain).

tion can be employed:

Q

Ve —
P Nepu

6.1)

where Ngpys is the motor’s velocity in RPM, () is the flow rate through the
motor in Ipm, and V), is the motor’s displacement in [ /rev.

To measure the position and velocity of the generator, the quadrature en-
coder installed on the rotor’s shaft was utilised. Its output was measured by
the digital input module NI-9401 on the controller chassis. An overview of the
utilised DAQ system for this testing is presented in Fig.

Some of the NI digital input modules (including NI-9401) have speciality
digital configuration - quadrature input mode. In this regime, the module out-
puts the position and velocity channels based on the values of three channels
0, 1, and 2 which correspond to the A, B, and index channels of the quadrature
encoder. The position measurement units are counts and velocity is measured

in counts per second. The next step is to convert them into a position in radi-
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ans:

K - 27
= #;«CPR (6.2)
where K, is the current position of the encoder and Encodercpr is the en-
coder count per revolution (10000 according to the manufacturer’s data with
the counting mode X4, it gives 40000 counts per revolution - the current reso-
lution of the encoder).

Velocity measurements are carried out by the programmable function in-
terface counter on the cRIO board - the same principle as with the position
measurements. The output is in counts/time intervals and to convert it into

rad/s (w) or rev/s (Ngps) the following equation should be used:

Kcoun erint * 2
_ tPerInt * 4T (6.3)
Encodercpgr - x - 1076

w

The maximum output speed is:

Fregonos 600000
Nmaz _ - — 60 6.4
RS = Frcodersemmmn, 10000~ 00T€U/s (6.4)

where Fregy,q, is the maximum output frequency (Hz).

Taking into account that the maximum velocity of the generator is 25 rev/s
(1500 RPM - 50 Hz) or 30 rev/s (1800 RPM - 60 Hz), this digital input module
is suitable for the current measurements.

To measure the displacement of the motor, its velocity should be obtained
via the encoder that is mounted on the drivetrain’s shaft, and the flow rate
can be acquired by the flow meter. The first run of the drive showed that
the displacement was at the value of 149.5 cc/rev. This is a critical factor for
hydraulic drives with limited inline flow rate. In the case of the presented
system, the electro-hydraulic drivetrain should be accelerated up to 1500 RPM
(50 Hz) or 1800 RPM (60 Hz) to synchronise the generator with a power grid.
Meaning that the displacement of the motor should be adjusted in the way, that
the system can be accelerated to the required velocity (frequency in our case)
even at the flow rates < 150 Ipm. To achieve this, the motor’s displacement
was decreased to 71.5 cc/rev.

Another unknown variable of the electro-hydraulic drivetrain is its com-
bined inertia. It is a crucial factor that determines how quickly the drive can
accelerate to the specified speed.

T = T/ (%) (65)

where J(kg/m?) is the combined inertia of the motor and the generator, dw/dt

(rad/s?) is the motor’s acceleration, and T}, is the drive train’s torque in N-m.
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Overall, it is possible to use torque sensors to measure the drivetrain’s in-
ertia. The drivetrain discussed in this research was not equipped with them;

hence it is required to estimate the drivetrain’s torque mathematically, since:

Mo AP-Q  mo-AP-VE .- AP V[
Nrpy 207 T 62.83

Tonech = (6.6)

where 1), is the overall efficiency, AP is the differential pressure across the
motor in bar, Vp is the volumetric displacement of the motor in cc/rev. The
efficiency of the motor depends on its speed and the pressure across it, so the
exact efficiency can be found by using the corresponding manufacturer’s data.

The last unknown variable in the inertia calculation is the acceleration
of the electro-hydraulic drive. However, it is possible to measure this with the

installed encoder.

6.2 Drive train acceleration measurement

In order to find the motor/generator’s acceleration a difference between the
previous velocity measurement value and the current value for the time inter-
val should be used:
gy = aen 6.7)
e dt

where a,., is the acceleration in rad /s? and wg., is the generator speed (rad/s).

To find this speed difference over a period, a structure with shift registers
can be used. The dynamic measurements (speed and position of the generator)
are obtained under high resolution (4 MHz) and processed through the main
(1 KHz) controller loop [69].

The acceleration channel is measured directly in this loop, which means
that the high-resolution velocity channel is downsampled and divided by the
loop execution time. This results in digitising of the acceleration measurement
channel, as it can be seen in Fig.

To get feasible measurements for the inertia calculations (and logging) and
also to use this signal for the main controller operation, it is necessary to fil-
ter the measurement channel. During the testing of the prototype, there were
two tested techniques - the mean and Savitzky-Golay filtering [102], as both of
them are presented in Fig. Other filtering techniques available in Labview
did not improve the acceleration output and were too slow to perform in the
scan mode. It can be noticed the magnitude of the filtered signal is lower than
the original measurements. Hence, to have trustworthy results for the filtered
acceleration measurement channel, it is required to calibrate the filter’s settings

and related coefficients. Another significant point that should be considered is
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Figure 6.3: Acceleration channel measurement with two step responses - ex-
perimental results.

the sample window length that should be used for the chosen filtering tech-
nique. Due to the computational burden on the main controller, the decision
was made to use Savitzky-Golay filtering over the mean option. Comparison
of this technique with different window lengths is presented in Fig.

It is imperative to model the above-described filtering techniques by em-
ploying a mathematical model. As an example of the filtering techniques, Sav-
itzky - Golay filtering has been chosen with the following sample windows
- Fig. It helps to verify that the time delays in the experimental setup
and the model are the same. From this perspective, there is a minor difference
in the magnitude and delay of the filtered outputs. It should be noted that
the same behaviour of the filtered signals can be observed with the use of the
Simulink model with added moving average filters. The Savitzky-Golay filter-
ing technique has been implemented in the hardware with a window length of
10.

The next step in the verification of the acceleration measurement channels
is the calibration of the signal to achieve the realistic magnitudes of the filtered
signal. The initial magnitude of the acceleration output does not drastically
affect the synchronisation time. It's mainly determined by the quasi state ac-
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Figure 6.6: Experimental acceleration channel measurement - calibration of the
signal with Savitzky-Golay filtering.

celeration measurement. To achieve the realistic values of the filtered acceler-
ation output, a gain function was used. This helped eliminate the difference
between the actual acceleration values and filtered output. Thus, it is possible
to achieve the following plotted results (plotted only for the Savitzky-Golay
filtering technique) - Fig. It should be noted that in this case, it is possible
to verify the accuracy of the presented approach. This is a direct comparison
of the magnitude of the original aliased acceleration signal with the calibrated
filtered signal. Even though the original signal is digitised, the magnitude of it
is still realistic.

After the calibration process finished, this measurement channel was used

for the final verification of the drive’s inertia, according to:

J = Tmech/(cfi_(j) (68)

where J is the inertia of the drivetrain (kg/m?), T,,cch is the torque output of
the drivetrain (N - m) and dw/dt is the drivetrain’s acceleration (rad/s?).

The experimentally derived inertia is 1.6 kg/m?* The inertia value was im-
plemented in the MATLAB/Simulink model for further testing of the proto-

type.
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6.3 Inertia calculation of the drivetrain

With the calculated torque values and measured filtered acceleration it be-
comes possible to estimate the overall inertia of the electro-hydraulic drive-
train:

7=1/(%) (69)

where J is the inertia of the drivetrain (kg/m?), Tpneen is the torque output of
the drivetrain (N - m) and dw/dt is the drivetrain’s acceleration (rad/s?).

This equation was implemented in the main Labview code; however, there
are other options for the aforementioned inertia verification. With the use
of the logged acceleration data, and knowing the differential pressure profile
(from the installed pressure sensors), the inertia can be calculated manually.
It can be reasonable to do so if it is required to reduce the overall number of
mathematical calculations in the main code (scan mode operation). Hence it is
possible to use only two logged profiles to estimate the inertia of the system.

The inertia value has been implemented in the MATLAB/Simulink model
for the further testing of the prototype. A step response test up to 6.6 V was
performed to verify the train’s dynamics with the output depicted in Fig.
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Figure 6.7: Velocity comparison of the motor - step test at 6.6V. Experimental
set up and the mathematical model.

It can be seen that the initial delay of the motor and its model is the same,
which proves the statement that the inertia of the drive has been verified cor-

rectly. During the stable region after 3 s, the velocities are the same, which
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Figure 6.8: Comparison of the dynamics of the synchronous generator between
the model and the hardware. Comparison of the generator position - model
and experiment.

confirms the accurate derivation of the displacement. The only difference be-
tween these two velocity profiles is the initial acceleration stage at 0-1.5 s. This
difference is caused by the model of the control valve, mainly the control stage
transfer function.

In this case, the generator phase profiles can be compared in order to estab-
lish a difference between the simulated results and the prototype that is shown
in Fig. These plots are close to each other depicting that the dynamics of
the motor in the model are simulated quite accurately.

To summarise, the engineered mathematical model is proven to be accept-
ably accurate, meaning that it can be used for the system’s stability testing.
These tests are too dangerous to perform experimentally since the prototype
is pressurised. Another way to employ this model is to test the relationship
between the hydraulic fluid’s temperature and the dynamics of the hydraulic
drivetrain. This testing is difficult to perform since the temperature of the fluid
and the components of the main hydraulic circuit are changing during the test-
ing. Since it is difficult to create such an environment for these tests, the math-

ematical model can be used to study this correlation.
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Taking into account that the dynamics of the drivetrain might change due
to temperature changes, the primary control system has to adjust its outputs to
keep the train within its stability boundaries and perform accurately. By and
large, any changes in the behaviour of the drivetrain impose an extra burden
on its control system and/or the central controller. The following chapter can
help to establish the significance of the temperature on the components of the
electro-hydraulic drivetrain.

After the parameterisation of the main components of the system and cali-
bration of all inputs and outputs in the Labview code, it is possible to perform
synchronisation tests on the real system.

6.4 Chapter Summary

This chapter gives an overview of the mathematical modelling and experimen-
tal characterisation of the variable-displacement hydraulic motor utilised in
the system. The process starts with the explanation of the dynamic’s mea-
surements (position and velocity) via the incremental encoder mounted on the
drivetrain’s shaft. The first motor parameter that was verified with the use of
the implemented DAQ systems is the motor displacement. Taking into account
the limited inline flow rate from the hydraulic power unit, the displacement
was decreased from 141.5 cc/rev to 71.5 cc/rev. It allowed the generator to
accelerate to the required synchronisation speed of 1500 RPM at the flow rate
<150 Ipm.

The acceleration measurements of the drivetrain were employed to derive
the combined inertia of the setup. Since the acceleration channel is digitised,
the mean and Savitzky-Golay filtering techniques were employed to get real-
istic acceleration values. A step response test was performed to compare the
simulation and experimental dynamics of the train and verified the derived

displacement and inertia values.



Chapter 7

Demonstration and Evaluation of

the Synchronisation Approach

The mathematical model was updated after the experimental verification of
the primary system components. It helped to bring the simulation results to
the experimental system outputs as close as possible, before the first experi-
mental testing of the synchronisation approach took place (April 2018).

Since the primary application of the proposed system is a FIR unit, its syn-
chronisation time should be within 1-6 s after the unit is triggered. However,
for the experimental control system verification, the decision was made to
more gradually accelerate the generator and synchronise it within 4-5 s. The
slower acceleration gives more time for a machine operator to manually de-
crease the generator speed by using the emergency hydraulic brakes and/or
the main NI controller. The prototype was tested according to the procedure
highlighted in Fig.

Bearing in mind the proposed slow acceleration experimental testing, this

chapter is structured as follows:
1. Calibration of the electrical components of the hardware built.

2. Tuning of the central controller of the prototype for the slow acceleration

testing.

Initial Experimental Experimental Final

. . . . Experimental
mathematical parameterisation parameterisation mathematical P

verification of the
control approach

verification of the of the control of the hydraulic verification of the
control approach valve motor control approach

Figure 7.1: Step by step verification of the synchronisation approach of the
hardware built with the focus on the control approach experimental verifica-

tion.
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Table 7.1: NI9263 Accuracy

. Percent of Reading | Percent of Range
Measurement Conditions
(Gain Error) (Offset Error)
) Maximum (-40 C to 70 C) | 0.35% 0.75%
Calibrated -
Typical (25 C,£5C) 0.03% 0.1%
. Maximum (-40 Cto 70 C) | 2.2% 1.7%
Uncalibrated -
Typical (25 C,£5 C) 0.3% 0.25%

3. Experimental validation of the slow acceleration scenario.

4. Comparison of the experimental data and the simulated outputs for the

verification of the model’s accuracy.

5. Modelling of the fast acceleration scenario employing the realistic math-

ematical model.

6. Stability studies utilising the accurate mathematical model of the proto-

type.

7.1 Calibration of the electrical components

A complex multi-domain system (like the presented ss-CAES) is prone to var-
ious disturbances and instabilities. Hence, to assure the maximum accuracy
of the system (bringing it as close to the mathematical model as possible), it is
required to calibrate most of the components of the prototype to minimise any
possible errors. Since the TDAQ16 is controlled via the NI9263 module, this
module should be calibrated to be as accurate as possible.

It can be done through following the official procedure issued by National
Instruments specifically for the 9263 modules (Table. [7.1). To ensure that the
module meets the required specifications, it is necessary to use a 6 1/2 digit
DMM with voltage accuracy measurement of £40 ppm. By applying a volt-
age in the range of +10V, the measured voltage through the module should
be recorded and then compared with the corresponding test values, with the
results presented in Table. [7.2land Fig. [7.4](a).

Overall, the voltage module’s measurements are standard for a calibrated
module (+0.1%) and can’t be improved.

A simulation run shows that this error introduced into the mathematical
model as a constant error does not affect the synchronisation process of the

system significantly as it is presented in Fig.
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Table 7.2: NI9263 Analogue Output calibration results
NI19263 Calibration test

Control Voltage (V) | 0 0.25 0.5 0.75 1 1.25 15 1.75 2 2.25 2.5

Actual Voltage (V) | 0.00005 | 0.249211 | 0.499484 | 0.748996 | 0.999420 | 1.24911 | 1.49920 | 1.74915 1.99935 | 2.24925 | 2.49933

Control Voltage (V) | 275 3 3.25 3.5 3.75 4 4.25 4.5 4.75 5 5.25

Actual Voltage (V) | 2.74927 | 2.99949 3.24933 3.49968 3.74921 3.99998 | 4.24948 | 4.49997 | 4.74948 | 4.99985 | 5.24901

Control Voltage (V) | 5.5 5.75 6 6.25 6.5 6.75 7 7.25 7.5 7.75 8

Actual Voltage (V) | 549901 | 5.7492 5.99922 6.24911 6.49911 6.74914 | 6.99921 | 7.24918 7.49961 | 7.74915 | 7.99971

Control Voltage (V) | 8.25 8.5 8.75 9 9.25 9.5 9.75 10

Actual Voltage (V) | 8.24941 | 8.50001 8.74961 9.00005 9.24997 9.50011 | 9.75012 | 10.00034
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(a) Maximum voltage error. (b) Simulated phase difference.

Figure 7.2: Calibration process of the NI9263 Analogue Output module. a)
Maximum recorded voltage error within the tested voltage range 0-10 V. (b)
Simulated phase difference between the generator and the grid with the intro-
duced voltage error (£0.1%) and at slow acceleration of the drive train.

Other potential disturbances in the system are not significant and will be
studied later after the synchronisation approach is verified. The research pre-
sented in this section proves that despite having a constant error in the system
(due to the NI9263 module voltage output), mathematically it is still possible
to achieve synchronisation. Remembering this, the synchronisation approach
should be verified by tuning the central controller. This study is presented
further in the chapter.

7.1.1 Sensitivity analysis of the control system

One of the most complicated questions about the presented control system is
the influence of the controller parameters on the system outputs, also known
as sensitivity analysis. Two main factors determine successful synchronisation
of the generator:

e The synchronisation time of the system, i.e., how fast the phase difference

of zero is achieved.

e The value of the phase difference at the moment of synchronisation (+20°).
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Figure 7.3: Pl-controller block diagram in the main controller shown in Fig.

There are two ways of analysing these dependencies. It is possible to change
only the first parameter of the feedforward controller polynomial (). An-
other one is to change the ratio F;/F of the feedforward polynomial (see Fig.
[7.3). The first option was performed during the experimental testing of the
control system. Whereas the second option can be tested with the use of the
realistic mathematical model. The results are depicted in Fig.

It can be seen that regardless of which of the polynomial coefficients has
been changed, the behaviour of the control system is the same. With the in-
creased parameter, the synchronisation time increases, whilst the phase dif-
ference decreases. It is imperative to find the most suitable value that will
maintain the phase difference within the synchronisation boundaries and at
the same time, its synchronisation time is acceptable according to the current
design of the system. It should be noted that it is possible to achieve the same
synchronisation conditions with different values of F; and F,. For which the
output of the polynomial with new values should match the original output
profile.

The main PI-controller has many different coefficients that can be tuned
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Figure 7.4: Simulated sensitivity analysis based on two parameters of the con-
troller - F1 and F2 in the feed forward system.

to reach synchronisation. Hence, if some of the coefficient’s values are hard
coded, it is still possible to reach a zero phase difference by tuning other con-
troller parameters. It means that the control system is flexible concerning the

tuning of the controller.

7.2 Tuning of the hardware controller

After modelling the slow acceleration scenario, the simulated coefficients of
the controller were implemented in the hardware prototype.

The experimental set up follows the same acceleration algorithm and work-
flow as the model (Fig. 3.7), with some exemptions:

e Since there is no power grid, its phase and frequency were replaced with

the corresponding signals from the mathematical model.

e The main controller code does not send a control signal to the circuit
breaker, remembering that there is no power grid and the circuit breaker
is not included in the tested circuit.

e The prototype is triggered at 1 s by inputting a trigger signal to the main

acceleration derivation script.

The tuning process of the central controller is imperative for finding the
most feasible operational boundaries. This can be done with the use of the
implemented PI-controller, which is presented in Fig.

When the system is undergoing calibration, it is required to set up the max-

imum allowable acceleration to the desired level (required synchronisation
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time). After specifying these parameters, the fine-tuning of the main controller
can be performed by using one of three controller channels:

e Opening voltage of the valve. This is an offset of the valve control volt-
age which does not change and hence is constant at all times. This value
should be sufficient to open the valve beyond the initial opening where
the valve characteristics are highly non-linear. Through the valve’s ex-
perimental verification, a value of 4 V was implemented into the control

system.

e A Pl-controller is used to provide feedback (zero-error) control of the ac-
celeration channel (Fig. [7.3). It keeps the generator within the synchro-
nisation boundaries in case of a sudden change of the grid’s parameters
and the generator dynamics (velocity and acceleration). The PI-controller
was tuned by employing the mathematical model. Stable synchronisa-
tion and performance was achieved and then these coefficients were im-

plemented in the hardware setup.

e Feed forward channel. When the valve is open, the differential pressure
across it drops allowing the hydraulic fluid to flow through its ports [20].
It accelerates the electro-hydraulic drivetrain until it reaches the refer-
ence (grid) speed (frequency) for synchronisation. It results in a bigger
pressure drop across the valve, however, according to the proposed ap-
proach, the generator’s acceleration should be constant for synchronisa-
tion. It can be achieved at a constant pressure drop across the valve that
should be constant regardless of the changes in the flow rate. Since there
is a direct correlation between the flow rate in the system and the gener-
ator’s speed, it is possible to use the velocity channel as the input for the
pressure drop compensation system. Based on this assumption a feed-
forward subsystem was designed to keep the pressure drop across the
valve constant while the motor accelerates - Fig.

It should be noted that the PI - controller was implemented in the hardware
controller without any changes in comparison to the model. Even though it
had been tuned in the mathematical model, it was still required to tune the
control system in the hardware prototype. After the system is stabilised dur-
ing acceleration tests, the related parameters were not changed. However, it
is important to tune the control system to reach the required phase and fre-
quency difference. Since it is not feasible to tune the PI - controller as it possi-
bly can jeopardise the stability of the system, the decision was made to change

the feedforward polynomial’s coefficients. Since the feedforward polynomial
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Figure 7.5: Experimental controller and modelled voltage profiles during the

feed forward controller tuning at 35 bar inline pressure parameter.

is quadratic, the parameter F has the biggest influence on the output of the
controller. The acquired experimental controller voltage outputs are presented
in Fig. [7.5

Sensitivity analysis could not be performed using standard Simulink Con-
trol optimisation toolboxes since the system comprises of Simscape compo-
nents. Hence the analysis was performed by manually changing the controller
parameters (feedforward, PI and so on) and checking the system’s dynamics.
Even though it was possible to tune the PID controller in the model, it was not
feasible and safe to do in the real prototype. This is the main reason why the

feedforward controller was chosen for it.

In this case, the simulated profile was acquired at F;=-12.5 to show how dif-
ferent experimental voltage profiles correspond to the reference. The left inset
shows the first 1 s after the valve opening, and according to the mathematical
model of the valve, this stage is the most non-linear. It can be observed that
the model performs faster than the original valve, reaching 5.4 V within 0.6 s in
comparison to experimental 4.8-4.9 V. However, within the time of the period
of 3-5 s, the simulated voltage profile and the prototype is almost the same.
This supports the statement that the steady states of the valve in the hardware
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Figure 7.6: Simulated voltage profiles of the control valve with various feed
forward controller parameters at 40 bar inline pressure parameter.

and the model are the same. A difference in the controller performance can be
easily observed in details in the right inset (Fig. [7.5).

The larger the coefficient Fj, the more unstable the system becomes. It also
lowers the voltage output profile. This instability can be compensated with the
tuning of other coefficients of the controller (primarily the PI-controller). How-
ever, for the sake of understanding the controller operation, it is imperative to
verify the behaviour of the system with only one parameter being changed. It
is also possible to compare the voltage profiles at higher acceleration with the
range of the F} coefficient from -10.5 to -15.5, as it is presented in Fig. It
helps to identify how the controller coefficients influence the voltage output in
the prototype.

Overall, the oscillations in the voltage profile do not necessarily lead to
presence of oscillations in the velocity or phase signals of the generator. This is
due to the hydraulic fluid inertia in the circuit and the combined inertia of the
electro-hydraulic drivetrain. Therefore, sudden changes in the valve voltage
will not always affect the dynamics of the motor and the generator, as was
found during the experimental testing. This behaviour is shown in Fig.

It shows a difference in the velocity profiles during the start-up of the sys-
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Figure 7.7: Simulated velocity profiles of the generator with various feed for-

ward controller parameters.

tem, and also how these signals are different during the generator’s accelera-
tion. Moreover, the signal acquired with F,=-14.5 depicts how insignificant the

velocity transients in comparison to the significant voltage oscillations from

Fig.[7.6

The final step in the controller parameters verification is the phase differ-
ence correlation during the synchronisation process, which is depicted in Fig.
It shows slower acceleration of the generator, followed by failed synchro-
nisation (for most values of F}). The plot shows that the value of 11.5 for F; was
the best option, which led to the system’s synchronisation. It is also possible
that another set of controller parameters will lead to another synchronisation
moment. It should be noted that the phase difference plots are not fully pre-
sented, due to oscillations that were presented in the hardware system during
this testing. This can be explained by complex dynamics and processes hap-
pening in the system (not measured and not accounted for in the model) and

their influence on the controller.



7.2. TUNING OF THE HARDWARE CONTROLLER 114

35

30 [===F=105 4
1 =—F=115

Cd y S— F,=12.5

20 | e F =135

154 F,=145

10 -] f===—Zero acceleration error voltage

Feed forward control voltage (V)

-30
-35 T T T T T T T T T T T T T T
0 200 400 600 800 1000 1200 1400
N, Generator speed (RPM)
0- )
— Fl:105
F=115
5 504 :
3 e F =125
> —F =13.5
g 1009 F,=14.5
D
(]
=
© -150
(]
0
©
e
o -200
S
5
-250 1
-20 : .
- 4.0 4.5 5.0 5.5
-300 T T T T T T T T T T
0 1 2 3 4 5
Time (s)

Figure 7.8: Simulated tuning of the controller. Top: influence of the feed for-
ward parameters on the control voltage output; Bottom: Phase difference at
different feed forward coefficients.



CHAPTER 7. DEMONSTRATION AND EVALUATION OF THE SYNCHRONISATION
115 APPROACH

7.3 Demonstrated slow synchronisation scenario

Example, experimental data from a successful synchronisation run, is shown
in Fig. The system was triggered at 1 s, and a ballistic synchronisation
trajectory was followed which led to synchronisation at 5 s. After that time
the generator’s phase and frequency match, and follow the target grid cycle
meeting all criteria required to allow the physical connection to the power grid.

A comparison between the Simulink model and our experimental hard-
ware is provided by examining the control voltage output to the NG16 valve
(Fig. [7.9(c)). This shows that during most of the acceleration period (e.g. > 2 s)
the experimental and simulated values closely agree, however small but sig-
nificant differences can be observed within the first second after the system is
triggered. This is due to the different dynamic behaviour of the experimental
and simulated valves (remembering Fig. [5.12). This explanation is confirmed
by Fig. [7.9(d) which shows that the measured initial spike in acceleration in
the real system is greater than the value in the equivalent simulation, due to
the non-ideal transient behaviour of the valve during the rapid poppet mo-
tion which occurs at start-up. However, the PI-controller compensates for this
deviation from simulated behaviour so that the experimental and simulated
acceleration values converge to the same value for the period 2 - 5 s. In both
experiment and simulation, the controller switches from ballistic mode to grid-
following mode at 5 s, as shown by a sharp peak in the control voltage in Fig.
[79(c). This denotes that synchronisation has been achieved in both cases. In
fact, the experimental system synchronises slightly later than the simulation
(by one grid cycle, 20 ms), which is due to the necessity to skip an extra grid
cycle to correct the non-ideal behaviour followed during the first moments af-

ter the valve is opened.

A further set of experimental runs showed that the system is capable of
synchronising within 4-5 s after being triggered. Even though the maximum
allowable acceleration was limited to and the same during the runs, a differ-
ence in the drivetrain’s dynamics resulted in slightly different synchronisation
time. However, the control system was capable of reaching a synchronisation
moment every time. Overall, the experimental results presented here prove the
synchronisation concept in hardware, which was the most challenging objec-
tive of this research. The system was studied further including the comparison
between the model and the hardware under different conditions.

A further set of experimental runs showed that the system is capable of
synchronising within 4-5 s after being triggered. Even though the maximum

allowable acceleration was limited to and the same during the runs, a differ-
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Figure 7.9: Experimental data from hardware verification of our ballistic syn-
chronisation approach. plots show key parameters plotted against time (sys-
tem is triggered at ¢ = 1 s). From top to bottom: (a) Phase angle of generator,
O4en, and target grid phase 64,4 ; (b) Phase difference between generator and
grid Af = 0ye;, — Orarger, Within the synchronisation boundaries of +20°; (c)
Control voltage fed to the proportional throttle valve; (d) Acceleration of the
generator rotor (experimental and computed values).
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Figure 7.10: Phase difference between the generator and the grid - model and

experiment.

ence in the drivetrain’s dynamics resulted in slightly different synchronisation
time. However, the control system was capable of reaching a synchronisation
moment every time. Overall, the experimental results presented here prove the
synchronisation concept in hardware, which was the most challenging objec-
tive of this research. The system was studied further including the comparison

between the model and the hardware under different conditions.

7.3.1 Comparison of the experimental and simulated results

Even though the comparison between the mathematical model and the exper-
imental results was partially presented in the discussion of the experimental
results, it is imperative to discuss another system output, i.e., the phase dif-
ference during the synchronisation process. For instance, the phase difference
plot (Fig. depicts that the main difference between the model and the
hardware is the number of the skipped grid cycles (lower inset).

It should be reminded that the phase difference is:

A0 = Ogen, — Orarget (7.1)

Where the grid phase 6,4 is the same in the model and the hardware (as a
generated frequency signal). Hence, the phase difference can be explained
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Figure 7.11: Comparison of the generator and the grid position - model and
experiment.

only by the difference between the model and the real system concerning the
generator phase.

The generator phase profiles can be compared to establish a difference be-
tween the simulated results and the prototype as it is presented in Fig. It
can be seen that the plots are close to each other, depicting that the dynamics
of the motor in the model are simulated quite accurately.

Taking into account that the phase profiles are the same, the main reason
behind the different number of the skipped grid cycles should be investigated

turther. Hence, the synchronisation acceleration equation should be analysed:

2
1 wgen

iegen — (Ogpia — 2n7)

(7.2)

Qoptml =

where a1 is the acceleration of the drive train (rad/ 5?), Wgen 1 the velocity
of the drive train (rad/s), 0., is the generator phase (position) (rad) and wy,
is the angular frequency of the generator (rad/s), 27n is a grid cycle (n is an
integer).

Since the grid phases are the same (synthetic grid phase signal 0,,,4) and the
generator phase (0,.,) is almost the same, the only parameter that can cause a
difference in the number of the grid cycles is the velocity of the generator with
the experimental and simulated comparison shown in Fig.
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Figure 7.12: Comparison of the generator velocity - model and experiment.

From the plot, it can be seen that the main difference in the velocity profiles
is observed during the generator start-up. It can be mainly explained by the
difference in the valve’s dynamics and also the difference in the controller out-
put that tries to find the synchronisation moment. Hence, the most accurate
comparison of the velocity of the generator and its model can be made with
the use of a step voltage signal, as presented in Fig.

The similarity of the velocity profiles proves that the inertia and the dis-
placement of the electro-hydraulic drivetrain were measured and derived cor-
rectly. Hence, the difference in Fig. can be explained by the behaviour of
the control system due to the changeable temperature of the hydraulic fluid,

hence the drivetrain’s dynamics.

In summary, the behaviour of the generator is quite similar in the model
and the prototype. There are a few fundamental differences between them, for
instance, the influence of the temperature and viscosity on the acceleration of
the motor. Even the main proportional throttle valve (TDAO016) is prone to high
non-linearity during its opening. All the processes that happened in the pro-
totype were acquired during the experimental testing, but not necessarily that
the system will be subject to them during the next run. A highly complex hy-
draulic system inherently introduces uncertainties into the system. From this
perspective, it is required to conduct further research on the system’s stability
and the boundaries within which the controller and the system can operate
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Figure 7.13: Performance of the system at different maximum acceleration val-
ues.

effectively (or at least can cope with).

7.4 Modelled fast synchronisation scenario

The experimental testing of the system was terminated after the successful
verification of the main synchronisation control algorithm. The main reason
why the testing was not performed at a faster acceleration is the instability of
the central controller. The synchronisation algorithm was implemented in the
cRIO - 9068 controller in the scan mode executing at a 1 ms sample rate. Due
to the computational burden on the controller, jitters occurred around the zero
phase difference moment. This behaviour is depicted in Fig. The control
system is employed to limit the maximum acceleration of the drive train. By
changing this parameter it is possible to reduce or increase the synchronisation
time of the generator. Overall, the faster allowable acceleration of the system,
the faster synchronisation moment. However, in case of the presented system,
the controller skips another grid cycle a moment before the zero phase differ-
ence is achieved. This is an indication that the controller cannot handle the
computation meaning that the main loop executes slower than expected (> 1
ms).

In the case of the P-controller loop for the velocity and phase tracking these
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jitters could likely cause a delay in the operation of the code. This is because
the valve’s voltage decreases by the voltage decrement every iteration of the
loop. If the loop executes slower that it was designed for, it will not slow
down the generator to the reference synchronisation speed in a time efficient
manner. Hence, it is likely that the generator will continue to accelerate to its
maximum speed damaging the drivetrain. In case of the slow acceleration, it is
possible to manually (by changing the control voltage in Labview) decelerate
the generator, even if the P-controller loop fails to perform. Whereas at a fast
acceleration, the same issue does not leave any time for the operator to stop
the generator without using the emergency brakes manually. Based on the
data collected from over 40 experimental runs, the decision was made not to
perform the fast acceleration tests and instead use the mathematical model to
verify this regime of operation as it is shown in Fig.

These experimental runs showed that the system was able to achieve the re-
quired synchronisation windows, but the system was unstable. Almost 30% of
the runs failed to reach synchronisation due to jitters within a synchronisation
grid cycle.

Section 7.3 fully described and discussed the experimental results of the
synchronisation testing, including the comparison between the model and the
measured data. This proves the accuracy of the designed mathematical model,
meaning that it can be employed for other related studies. This section focuses
on the use of the mathematical model for the verification of the fast synchro-
nisation scenario. Firstly, the initial mathematical model (based on the man-
ufacturer data) was utilised for this study (in 2015 - 2016). According to the
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simulation results, the minimum synchronisation time was around 0.6 - 0.7 s.
However, with the use of the improved mathematical model, this time may be
different.

To achieve the minimum synchronisation time, it is firstly required to change
the acceleration algorithm, allowing the maximum generator acceleration. Sec-
ondly, the pressure source output pressure should be increased to 350 bar.

Based on Fig. it can be seen that the synchronisation occurs at 0.85
- 0.9 s after the start-up of the system. It is slightly slower than the initially
modelled 0.7 s synchronisation; however, this system still can be employed
as a FIR (< 6 s.). Since the acceleration time also depends on the controller
parameters, it is possible that with some sets of the parameters this time can
be reduced. Taking into account the improved model it can be stated that with
a suitable pressure source the real hardware can be accelerated almost as fast
as the mathematical model depicts.

Initial dynamics of the drivetrain play a significant role during fast accel-
eration. In this case any difference between the model and the real hardware
setup would result in tuning of the control system in order to reach stable and
fast acceleration. As shown in Chapter 5, the real valve behaves differently
from the hardware valve mainly in the first 20-25ms. In this case the control
system would have to compensate this difference by changing the number of
the skipped grid cycles, taking into account any differences in the drivetrain’s
dynamics. Meanwhile, the corresponding quasi states are the same, meaning
that the behaviour of the system after the initial start is predictable by using the
mathematical model. If the system does not synchronise within the modelled
time frames, the mathematical model should be improved. It is mainly done
by implementing hydraulic components (new orifce areas, bends and elbows,
and so on) and by researhing a correlation between the dynamics of the train
and the temperature of the hydraulic fluid.

This section verified that the proposed system could be potentially used as
a FIR system when it comes to its response time. However, another require-
ment should be investigated, i.e., how the system will behave during contin-

gent events in the power grid.

7.4.1 Operation of the prototype at different frequency droop
rates
Every under-frequency event is followed by a frequency sag in the power grid.

To verify the system’s feasibility under these conditions, it is necessary to check
the system response. According to some reports provided by the NZ System
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Figure 7.15: Simulated improved ballistic synchronisation approach during
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Phase trajectories of the generator and the grid during acceleration. (b) Phase
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sation.
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Figure 7.16: Simulated phase difference between the generator and the grid at
different frequency droop rates with F; = 14-107° (a) and retuned F; = 16-107°

(b).

Operator Transpower, the largest RoCoF recorded in New Zealand was 1.2
Hz/s, recorded in 2011. This value can be used for the verification of the ac-
celeration approach and the system’s stability as the potential worst case sce-
nario. To cover a variety of frequency sags (hence under frequency events), the
system was simulated at 0.3 / 0.6 / 0.9 / 1.2 Hz/s as is shown in Fig. (a).

The phase difference requirement for synchronisation according to the IEEE
1547 standard [121] is 20°(15°recommended according to the manufacturer
ABB). It can be seen that at the frequency droop rates higher than 0.6 Hz/s,
the phase difference between the grid and the generator reaches almost 0.5
rad. To ensure that the system can operate under severe frequency droops it is
required to tune the controller parameters. It should help to achieve the phase
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difference of 0.26 rad maximum at the frequency droop rates up to -1.2 Hz/s.
As an example of this tuning, the following plot Fig. (b) can be depicted.

Feed forward parameters can change a voltage output of the controller at
a certain generator’s speed. This affects the acceleration and position of the
rotor during a synchronisation process. Meaning that different feed forward
parameters contribute towards different phase differences at the moment of
synchronisation.

The difference between both of these plots is easily noticeable and relates to
the phase difference at the frequency droop rate of -1.2 Hz/s. At this sag, the
phase difference achieves 0.11 rad, which is significantly lower than the phase
requirement of 0.26 rad. Moreover, it means that the controller is capable of
generating the required control voltage to the valve at the frequency droop
rates higher than -1.2 Hz /s, meaning that the system can operate during severe
contingent events.

It should be noted that there are a few controller parameters that can be
tuned to achieve the required phase difference. However, regarding the feed-
forward controller, these changes can be quickly and mathematically imple-
mented, taking into account the frequency droop rate and the corresponding
value of F;. With the use of these two parameters, it is possible to find a math-
ematical relationship that helps to achieve a zero phase difference regardless
of the frequency droop rate and hard-wired controller parameters.

This section summarises the research on the feasibility analysis of the pro-
posed system as a FIR system. It was proved that the system could be synchro-
nised in the time efficient manner (within 1 - 6 s) and also cope with severe
frequency droop rates up to (-1.2 Hz/s) and even step frequency sags. Fur-
ther research will focus on the robustness of the system and its stability during

malfunctions in the system.

7.4.2 Robustness of the designed control system

Apart from the unstable and polluted frequency from the grid, the prototype

also can introduce some instabilities into the system’s operation:

e The inline pressure sensor that measures the transmitted pressure from
the accumulator to the electro-hydraulic drivetrain. Regarding the safety
of the operation this malfunction does not cause any serious issues; how-
ever, will affect the operation of the swash plate drive mechanism. The
prototype was designed in the way that it can run up to 15 minutes de-
pending on the amount of the stored gas in the bottles. When the accu-

mulator pressure drops (as well as the flow rate), the displacement of the
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motor should be decreased in order to be able to run at the synchronisa-
tion speed (grid frequency). In case of the faulty inline pressure sensor,
the swash plate displacement compensation algorithm will not operate;

hence the synchronisation speed will not be achieved.

Pressure sensors across the valve and the motor are important for the
initial verification of these devices, but not crucial when it comes to the

normal operation of the prototype.

Flowmeter was primarily used for the verification of the main hydraulic
components in the drivetrain. This measuring device can mainly be used
for the swash plate mechanism. Any possible malfunctions of this mech-
anism will cause the same issues as the faulty inline pressure sensor for

displacement regulation.

Temperature sensors in the system are important to avoid the valve and
the motor overheating. It is a significant factor during the experimental
testing of the system, but their use during normal operation of the system
is not required. Hence, the faulty sensors and readings will not cause any
serious disruptions to the prototype operation.

The only electronic component that was specifically designed for this
prototype is the amplifier that inputs the valve opening voltage signals
from the controller. It is needed to amplify the current from the controller
(20 mA) to the maximum of 1.05 A, which is the full opening current for
the NG16 valves. Since this device controls the opening of the control
valve NG16 and also other valves in the hydraulic circuit, its stable op-
eration is required for the system stability and performance. Any mal-
functions of the amplifier will cause unstable behaviour from the motor
and the generator that can potentially cause damage. The only solution
to this issue is the use of the installed safety relief relay. If the amplifier
starts to send its maximum opening voltage (meaning the maximum mo-
tor’s acceleration), the installed encoder can trigger a safety mechanism

that will turn off the amplifier’s power input.

The last safety mechanism is the hydraulic drum brake that is fitted on
the coupling between the motor’s shaft and the generator’s shaft. The
brake is controlled from another controller (TRIO Motion) to ensure its
zero fault operation, even in case of the unstable NI cRIO controller be-
haviour. This brake was designed specifically for this prototype and is
capable of stopping the electro-hydraulic drivetrain at its maximum ac-

celeration and torque.
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To complete the stability studies, it is necessary to test the mathematical
model of the prototype under different conditions, representing different me-
chanical and / or electrical failures in the hardware built.

7.4.3 Stability analysis of the system employing the mathe-

matical model

The studied prototype is subject to a large number of different non-linearities
and disturbances. Some of them have mechanical nature (hydraulic fluid vis-
cosity, stickiness of the valve’s poppet, worn bearings), whereas some are re-
lated to the electrical field (inaccurate controller/module, the different induc-
tance of the circuit’s elements). As was mentioned above, the system was not
stable all the time during the experimental testing. Therefore, the safest and
the most feasible way to verify the system’s stability boundaries is to use its
realistic mathematical model. For this study, the same mathematical model of
the prototype was used, with some subtle modifications in order to generate
an error signal affecting the controller’s voltage output; hence, the dynamics
of the system as it is depicted in Fig. (a). The error signal is modelled
as a step signal overlapping the valve voltage input. It's amplitude is taken
as a percent from the ideal voltage signal. From the voltage profile presented
it can be seen that the larger the disturbance, the slower voltage increases in
the beginning (1-2 s). Even though the profile’s final voltage value can be the
highest at the largest disturbance.
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Figure 7.17: Stability analysis of the proposed control system employing the
realistic mathematical model - malfunctioned TDAO16.



7.4. MODELLED FAST SYNCHRONISATION SCENARIO

128

/

Valve control voltage (V)

+1% Disturbance

+5% Disturbance |
+9% Disturbance

+15% Disturbance
+25% Disturbance

+35% Disturbance

(a) Voltage profiles for the presented stability analysis.

1800

T T T
3 4 5

Time (s)

1600 -

1400

1200 4

+1% Disturbance
+5% Disturbance
+9% Disturbance
+15% Disturbance
+25% Disturbance

1000

+35% Disturbance

800

.

Velocity (RPM)

600

400

200

(b) Velocity profiles for the presented stability analysis.

T

Time (s)

-50

-100

-150

Phase Difference (rad)

-200

+5% Disturbance

-250

-300

+1% Disturbance ||

+9% Disturbance ||
+15% Disturbance
+25% Disturbance||
+35% Disturbance

(c) Phase difference profiles for the presented stability analysis.

T T T
3 4 5

Time (s)

Figure 7.18: Stability analysis of the proposed control system employing the

realistic mathematical model - malfunctioned TDAOQ16.
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It can be observed that the control system cannot cope with the distur-
bances up to -12%. This kind of malfunction can indicate a serious fault in
the control valve’s poppet or a damaged bearing in the electro-hydraulic driv-
etrain. Dynamic dependencies between the voltage variations and the gener-
ator’s velocity are depicted in Fig. (b). It can be seen, that during the
system’s start-up the velocity profiles mimic the voltage behaviour, i.e. the
larger the disturbance, the slower the generator accelerates.

To finalise the stability analysis of the presented control system, it is neces-
sary to study the phase difference correlations during the generator’s synchro-
nisation - Fig. (c). Even though the disturbances up to 0.9% change the
acceleration profile and increase the synchronisation time, the controller is still
able to perform correctly. The controller fails to perform at 12% disturbances.

The same stability analysis with a positive disturbance should be studied
also, with the corresponding plots presented in Fig. It can be seen from
the phase difference plot (Fig. (c)) that the control system can easily cope
with disturbances up to 30-35 %. Both of the disturbance simulations show the
worst-case scenario of the malfunctioned TDAOQ16. In this case, it represents
the poppet’s malfunction if it is stuck in the position that does not directly
correlate with the applied control voltage to the coil. Therefore, instead of the
expected flow rate (hence the dynamics of the drivetrain), the control system
experiences this unpredictable behaviour of the system and adjusts the control
voltage to compensate these changes in the dynamics of the generator and
the motor. This disturbance can be considered as constant since the poppet
of the valve does not oscillate around its current position. Hence, the next
step is to verify the behaviour of the system when it is subject to a changeable
disturbance. This process represents a failed bearing or noise in the controller
board and its modules ans presented in Fig.
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Figure 7.19: Stability analysis of the proposed control system employing the
realistic mathematical model - failed bearing simulation.



CHAPTER 7. DEMONSTRATION AND EVALUATION OF THE SYNCHRONISATION
131 APPROACH

The research starts with the testing of a noise signal at the frequency of
30 Hz and different amplitudes - Fig. (a). This frequency was chosen to
represent a possible malfunction of mechanical components in the hydraulic
circuit. It can be observed that at the disturbance of 70% the control system
fails to perform, coping with the lower levels of disturbances. It can be spec-
ulated that this is due to the robustness of the system; however, this is mainly
due to the frequency of the noise. Since it is a sine wave signal that is over-
lapped with the control voltage signal, its average (mean) value is almost the
same as its original voltage profile. Due to the overall inertia of the electro-
hydraulic drivetrain and the hydraulic inertia of the mineral oil, the voltage
changes too fast to affect the drivetrain dynamics. Thus, the phase difference
during synchronisation is almost unaffected, unless the amplitude of the dis-
turbance achieves the values that can’t be handled by the main controller in
the system.

Assuming that 10% disturbance is the maximum reasonable level that can
be observed in the system, the next step in the stability analysis would be a
search for the frequency when this 10% affects the synchronisation mechanism.
In this case, Fig. (b) depicts that the frequency of 7.5 Hz was low enough
to make the controller fail under the same level of disturbances. Lastly, it is
possible to find the lowest level of disturbance that does not affect the con-
troller in the prototype, as is summarised in Fig. (c). At low frequencies,
the tolerated level of disturbance is around 0.5%, proving that the lower the
frequency of the disturbances, the lower the amplitude of the disturbance that
can be coped with by the controller.

7.4.4 Influence of the temperature and viscosity of the fluid on

the synchronisation process

The dynamics of hydraulic systems are nonlinear and depend on a large num-
ber of factors. One of the biggest is the temperature (hence viscosity) of hy-
draulic fluid. In the case of the studied system, this influence was studied
in [122] [123]. However, these studies focused on water-glycol blends, which
was a technical solution that was proposed during the design of the prototype.
Due to some cost restrictions imposed by the client (associated with the fluid
change), the decision was made to continue to use the current hydraulic fluid
- mineral oil UNIVIS 46. Oils are less prone to significant changes in viscosity
in comparison to water-glycol solutions; however, it is still feasible to check
this correlation. In order to calculate this correlation, it is necessary to derive
the fluid’s viscosity at different temperatures according to the procedure from
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[124].
The oil density can be derived as:

pip = p15 - Ky - Kp (7.3)

where p;5 is the oil density at 15 °C and zero overpressure, K; is the tempera-
ture correction coefficient, which is calculated according to:

K, = e~ (t-15)(1408-015(t-15)) (7.4)

K p is the overpressure correction coefficient

1
Kp=——7+— 7.5
P 1—P10-3 7.5)
Coefficient of volumetric expansion at 15 °C is calculated according to the for-
mula: o
Qs = M (7.6)
P15

where K(,=613.97226 and K;=0. Overall the coefficient of volumetric expansion
at given temperature can be derived as:

oy = Q5 + 1.6- (1%5@ - 15) (77)

Compression coefficient is calculated according to the equation:

6 3
—1.62080-+0.00021592-4 ©-SE058-40= - 22095120

Y = 10*3 .e 15 P15 (78)

By summarising the derived densities and viscosities, they can be presented in
Table.

Based on the calculated values, it is possible to run the mathematical model
to verify the dynamics of the electrohydraulic drivetrain as it is presented in
Fig. (a). Step response is the easiest way to verify a difference in the
electro-hydraulic drivetrain’s dynamics, without any influence from the con-
trol system. In the case of the generator’s velocity, it can be seen that the dy-
namics of the drivetrain are different during its acceleration. It results in dif-
ferent maximum speed that can be achieved within the same period (6 s in this

case).
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Table 7.3: Physical properties of the hydraulic fluid under different tempera-
ture conditions

T(C°) p(Pas)  plkg/m®) v (mm?/s)

-20 7.613798368 907.1 8393.560101
-10 1.929556775 900.3 2143.237559
0 0.652433557 893.4 730.2815732
10 0.271101731 886.5 305.8113155
20 0.131200806 879.5 149.1765849
30 0.071299429 872.5 81.71854369
40 0.042404383 865.5 48.99408829
50 0.027090518 858.5 31.55564156
60 0.018335728 851.4 21.53597418
70 0.013010687 844.3 15.41002895
80 0.009600855 837.2 11.46781518
90 0.007321033 830 8.820521255

100 0.005739806 822.9 6.975095526
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Figure 7.20: Dynamics of the system at different temperatures and viscosities
of the hydraulic fluid (UNIVIS 46 mineral oil).
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Figure 7.21: The optimum operating range of a hydraulic system depends
heavily on fluid viscosity [125].

The lower the fluid density and viscosity, the lower maximum velocity can
be achieved at the same voltage input. Which contradicts the common as-
sumption that since it is easier for hydraulic fluid to flow through a motor,
its velocity should be higher. However, in real life, it can be explained by a
viscosity efficiency plot, like the one depicted in Fig. A challenging ques-
tion is the choice of hydraulic fluid since the oil viscosity affects the overall
efficiency of a hydraulic system. With the lower viscosity of a fluid, its volu-
metric efficiency decreases and the hydraulic system becomes less efficient and
responsive. On the other hand, high fluid viscosity results in low mechanical
efficiency, which leads to friction, cavitation, and mechanical failures. Kine-
matic viscosity is also known as a "viscosity density"; therefore it determines
a momentum that hydraulic fluid can transfer. Hence the higher the viscosity,
the more momentum can be transferred; it also refers to the term "momentum
diffusion”. It results in the following plot that summarises both mechanical
and volumetric efficiency in correlation to the fluid’s viscosity [125].

The rule of thumb is that a hydraulic fluid should be chosen to ensure that
within the operational temperature range, the overall efficiency of the system
should be at its maximum. It should be noted that there are some chemical so-
lutions and additives available on the market to address this challenge; how-

ever, in the scope of the project, we focus on pure mineral oil and water-glycol
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blends.

Regarding the synchronisation process, different viscosities mean different
phase difference profiles (due to different dynamics) - Fig. (b). Regardless
of the temperature of the hydraulic fluid, the generation unit can still achieve
synchronisation. The phase difference profiles are different before the synchro-
nisation moment due to the different generator phase’s profiles. The success-
ful synchronisation means that the controller changes the output voltage to
achieve synchronisation regardless of the viscosity of the fluid. This process
can be observed in Fig. (c). This results in different control voltage pro-
tiles being required to overcome changeable dynamics and reach a zero-phase
difference between the generator and the grid.

This subsection highlights the influence of temperature on the dynamics
of the system, assuming that this temperature is constant throughout the sys-
tem’s operation. However, in real life, the temperature of the hydraulic fluid
increases while the system operates. Even though it is possible to model this
process, for the dynamics comparison, it is more feasible to have a constant
and stable temperature profile. The friction of the mechanical components, as
well as the hydraulic power unit, produce heat increasing the fluid tempera-
ture. Due to the nature of the testing, when the control valve has been opened
multiple times, the temperature profile increases drastically from the ambient
temperature to 50-80 °C (depending on the number of open/close cycles). Dur-
ing the frequency support operation, this behaviour will not be observed since
the valve is opened once and continues to stay almost with the same opening
throughout the whole synchronisation and generation cycle.

Overall, this mentioned temperature increase also depends on the fluid in
the primary hydraulic circuit, since their thermoconductivities are different.
This is one of the reasons why the proposed fluid change to a water-glycol
solution should be analysed from the perspective mentioned here.

7.5 Chapter Summary

This chapter presents the final step in the synchronisation approach verifica-
tion. Since it is required to achieve the highest level of precision of the NI
controller’s operation, it should be calibrated along with its analogue output
module (NI9263). It was performed with the use of the standard calibration
procedure provided by National Instruments.

The central PI-controller in the system should was tuned in order to reach
stable synchronisation of the generator with the power grid. This process is
presented in the chapter along with the sensitivity analysis for the feedfor-
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ward controller subsystem. The most suitable controller parameters had been
verified through the use of the mathematical model and then were retuned
accordingly to the experimental dynamic outputs.

The chapter depicts the experimental testing of the novel 2-stage synchro-
nisation approach at slow acceleration, achieving synchronisation within 4 s
after the system is triggered. The slow acceleration scenario was chosen for the
tests to have more control over the system and have the option to stop the driv-
etrain acceleration manually. The same slow acceleration scenario was mod-
elled in order to compare the simulated results with the experimental data.
The comparison of the position, velocity, and phase difference profiles shows
that the mathematical model was designed and characterised with a high level
of precision.

Since the model is proven to be accurate and reliable, the fast synchroni-
sation scenario was tested through the use of the model, not the experimental
setup. This testing showed that the system is capable of synchronising the
generator with a power grid in less than 1 s (the main requirement for FIR sys-
tems). Since the system was designed to provide frequency support in power
grids, it is also important to verify its behaviour at different frequency droop
rates. This has been done with the use of the model along with the robust-
ness analysis. The chapter is finalised with the study on the influence of the
hydraulic fluid temperature on the dynamics of the drivetrain.
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Chapter 8
Conclusions

The primary goal of this project was to develop a rapidly accelerated syn-
chronous generation unit operating as an energy storage system. This was
achieved through the use of a new acceleration and synchronisation approach
for the synchronous generator. In the thesis, the focus was on the mathemati-
cal simulation and hardware implementation of the proposed synchronisation
method. This was achieved through the use of a unique mathematical model
and a ubiquitous set of sensors, actuators, and a high-speed industrial con-
troller.

The research presented in the literature surrounding energy storage sys-
tems is primarily focused on the systems that can be used in combination with
PV systems for household use, for instance for peak power reduction. Grid
frequency stabilisation is typically presented in the literature by discussing
Spinning Reserve systems, which are drastically different from Energy Stor-
age systems based on their operating principles. When it comes to the use of
EES systems in the power grids, the primary focus shifts towards mega CAES
projects, whereas ss-CAES are more feasible and versatile. The research pre-
sented here can bridge these two mainly interconnected fields with each other
and with the ss-CAES system for frequency support.

The designed simulation model helped to establish the stability boundaries
of the system and also to verify the synchronisation approach. It led to the
derivation of the parameter values of the controller that were later used in the
hardware controller setup. By and large, the model can simulate the regimes
of the system operation (fast acceleration within 1 s) that are too dangerous to
test experimentally.

The original ballistic synchronisation approach has been modified through-
out the project and finally became a feasible synchronisation option (via the
extended synchronisation windows). It is achieved with the use of extra pro-
portional control loops for tracking the position and velocity measurements
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of the generator. Since the research into the use of unorthodox synchronisa-
tion methods is limited in the literature, the current research creates a strong
knowledge base for other approaches in this field.

Hardware wise the current research proves the feasibility of hydraulic driv-
etrains for the rapid acceleration of synchronous machines (electrical machines
in general) to allow their synchronisation with the power grid. Remembering
the scale of the system, the research in this area is minimal and mainly focused
on smaller technical solutions (< 10 kW). Moreover, the studied system proved
that a proportional valve could be accurate enough (in comparison to a servo
valve) to control the hydraulic drivetrain to achieve its synchronisation with
the electric network.

To achieve the ambitious task of utilising the proposed ss-CAES as an EES
for frequency support, three objectives were set; The first, to verify the pro-
posed improved ballistic synchronisation approach with the use of simulation
tools. The second, to experimentally characterise the main components of the
hydraulic circuit to make the mathematical model more realistic. It helps to
tune the central control system in the way that this knowledge can be em-
ployed in the hardware setup. Lastly, to experimentally verify the proposed
synchronisation approach with the use of the experimental build. A summary

of these accomplishments is as follows:

1. Improved ballistic synchronisation approach. The initially designed bal-
listic approach was not able to provide enough time to connect a gener-
ator to a power grid (with the synchronisation windows up to 5-8 ms).
Whereas, the current research shows that it is possible to employ the pre-
sented modified ballistic approach to achieve possible synchronisation
conditions for more extended periods, up to at least 500-800 ms. This
time is sufficient for any type of circuit breakers to connect a synchronous

generator to an electric network.

This contribution has been published in Efim Sturov, Chris W. Bumby,
Ramesh Rayudu, Rodney A. Badcock and Alan R. Wood, "Demonstrated
rapid ballistic synchronisation from rest of a hydraulically-driven syn-
chronous generator," IEEE Access, DOI:10.1109 /ACCESS.2018.2883110

2. Analysis of control valves (as an example - the proportional throttle valve
TDAO016). There are studies and manuals on the valve’s parameterisation
that are based on their manufacturer’s data. However, there is no evi-
dence of in-depth experimental analysis and verification of proportional
throttle valves. The current research presents a unique hardware setup

for the experimental characterisation of control valves. New knowledge
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on the valve’s dynamics has been gathered with the use of the DAQ
system and the valve’s mathematical model. The collected experimen-
tal data showed that the traditional approach with the use of a second
order transfer function is inadequate in some hydraulic setups. Hence,
a 3-pole transfer function should be utilised for the modelling of valve
dynamics.

This contribution is going to be published in Efim Sturov, Ramesh Rayudu
and Chris W. Bumby, Modelling and experimental validation of an electro-
hydraulic drivetrain for synchronous generators in power engineering,

ISA Transactions (under review).

. Novel approach for the verification of the combined inertia of hydraulic

drivetrains. No literature sources are showing the process of the iner-
tia verification of complex hydraulic (electro-hydraulic) drivetrains. The
presented study shows how low-resolution data from the installed en-
coder can be utilised for the accurate and feasible measurement of the

train’s inertia.

This contribution has been published in Efim Sturov, Chris W. Bumby,
Ramesh Rayudu and Rodney A. Badcock, "Performance and stability
analysis of hydraulically driven synchronous generators in power en-
gineering," 2018 IEEE International Conference on Power System Tech-
nology (POWERCON), Guanzhou, China, 2018. doi: 10.1109/POWER-
CON.2018.8602006.

. Fully studied hysteresis effect (experimentally verified) in the propor-

tional valve and its influence on the electro-hydraulic drivetrain’s dy-
namics. Contribution towards a newly designed hysteresis compensa-

tion algorithm in order to track a specified velocity of the motor.

This contribution has been published in Efim Sturov, Chris W. Bumby,
Ramesh Rayudu and Rodney A. Badcock, "Rapid synchronisation pro-
cedure for a pneumohydraulically driven synchronous generator," 2017
IEEE Innovative Smart Grid Technologies - Asia (ISGT-Asia), Auckland,
New Zealand, 2017. doi: 10.1109/ISGT-Asia.2017.8378373.

. The above described experimental characterisation contributes towards

an accurate mathematical model of the electro-hydraulic drivetrain. The
presented research depicts a fully experimentally parameterised mathe-
matical model simulating the ss-CAES system employed for rapid accel-

eration of synchronous generation units. The valve’s model is combined
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with the experimentally verified motor’s dynamics and the overall iner-
tia of the hydraulic drivetrain. The drivetrain of the prototype has been
verified with the use of the built DAQ system, ensuring its safe operation

under different conditions and the synchronisation testing.

This contribution has been published in Efim Sturov, Chris W. Bumby,
Ramesh Rayudu and Rodney A. Badcock, "Influence of fluid selection on
synchronous generators power output in compressed air energy storage
systems," 2017 IEEE Innovative Smart Grid Technologies - Asia (ISGT-
Asia), Auckland, New Zealand, 2017. doi: 10.1109/ISGT-Asia.2017.8378471

6. Implementation in hardware of the improved ballistic synchronisation
approach with the use of high-speed industrial controllers. The central
control system was developed around a National Instruments controller
with the use of multiple toolkits and libraries to fully replicate the math-
ematical model of the controller and the synchronisation algorithms.

This contribution has been published in Efim Sturov, Ramesh Rayudu,
Rodney A. Badcock, Yi Yu (Patrick) Chen, Alan R. Wood and Chris W.
Bumby, "Rapid synchronization procedure for a synchronous generator
employing ballistic trajectory control," 2016 IEEE Innovative Smart Grid
Technologies - Asia (ISGT-Asia), Melbourne, VIC, 2016. doi:10.1109 /ISGT-
Asia.2016.7796438.

8.1 Future Work

During the presented research, some questions have arisen that can be ex-

plored in the future. These are as follows:

e Programming of the Basler excitation system utilised in the prototype for
energising the excitation windings of the synchronous generator. This
results in generating the output voltage on the stator side of the electrical
machine. It helps to fulfil all synchronisation requirements, making it
possible to test the built-in hardware connection to a real power grid.

e Implementation of the proposed synchronisation approach by program-
ming in the FPGA environment. The implementation of the DAQ al-
gorithms and the primary synchronisation control strategy in the scan
mode in Labview resulted in the increased computational burden on the
controller. The latter mode executes codes at the frequency of 1 kHz,
with some options to increase it up to 1 MHz. Since the main accelera-
tion algorithm was coded in the Mathscript environment in Labview, the
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only option for running the controller loop was at 1 kHz, resulting in the
sample rate of 1 ms. The use of this algorithm also caused the increased
computational burden on the controller causing jitters during the trajec-

tory’s calculations.

The FPGA mode enables the use of the FPGA chip in the controller run-
ning at 40 MHz, resulting in the sample rate of 25 ns. The use of this mode
also decreases the computational burden, making it possible to avoid jit-
ters during the controller operation. This, in turn, makes the operation

of the system more stable and accurate.

The experimental testing of the proposed synchronisation approach in
connection to a real electric network. The actual connection of the ss-
CAES to the power grid is complicated and can only be done after the
fulfilment of many requirements imposed by the system operator (Trans-
power) and the IEEE and IEC standards and regulations. Since it is tech-
nically a commissioning process of a final product, the prototype should
undertake all required tests and inspections, before it can be connected
to the real grid. Taking into account that it is an unconventional gen-
eration unit, the inspection process can (and probably will) take much
time, making the testing of the system impossible for other purposes. On
top of this, the system is subject to exemptions from the standard testing
procedures, making the commissioning process even more complicated.
To synchronise the system with the power grid, the controller should be
re-programmed. The described in Section 3 Phase Locked Loop system
has to be implemented in the controller’s code. Taking into account the
related costs for the commissioning tests, as well as time constraints, the

decision was made not to proceed with this testing.

Measuring the temperature profile of the main hydraulic components of
the hydraulic circuit. This knowledge can help to understand how the
viscosity of the hydraulic fluid changes in real time and how it affects the
system outputs. Due to the limitation on the number of analogue input
modules on the cRIO board, it was not possible to achieve the simul-
taneous measurement of the pressure and temperature in the hydraulic

circuit.

Safety standards of the prototype should be improved to make it safer
for its operators. The main observations, along with the proposed solu-
tions are given in the next subsection "Health and safety concerns and

improvements".
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8.1.1 Health and safety concerns and improvements

In order to improve the overall safety of the current prototype, some proposals
have been put forward as follows.

A standard mobile pressure test bay should have full-width 6 mm double-
leaf swinging steel doors at one end (side) - they are designed to avoid frag-
ment penetration. The doors should be equipped with a magnetic reed switch
that will be interlocked with the pump used to pressurise the system. The roof
design calls for a 6 mm thick steel plate roof.

The optional control room/ office may be of conventional construction. Pro-
tection is provided by the bay walls, and there is no direct connection between
the control room and the bay. Although the use of pan and zoom cameras
(minimum two) is recommended, a viewing port may be provided between
the control room and the bay. It should be a 3-inch thick piece of Lexan (or
equivalent such as UL-5 or NIJ-1II rated glazing 38mm thick) to provide frag-
ment protection.

Safety Interlocks — Safety Interlocks should be provided in the design to
ensure that personnel are not exposed to the potential hazards associated with

the pressurised system. Specifically:

e The door latching mechanism should be interlocked with pump pressure
sensors to ensure that the doors to the test bay cannot be opened (without

an alarm) when the system is pressurised, or the pump is running.

e The power to the pump should be turned off when a door is open. The
warning light on the outside of the test bay will be activated whenever

the system is pressurised.
e The schematic logic is shown in Table

Cameras - Cameras located within the bay could be wall mounted near the
ceiling but should be below any overhead crane location. A minimum of two
cameras (four are recommended - one in each corner) with pan and zoom fea-
tures are required. The cameras are intended to provide the operators with a
view of the test and are not used for detailed data recording; therefore con-
ventional closed circuit television (CCTV) cameras and monitors are adequate.
The cameras are protected from dirt, moisture, and debris by plastic covers.
The covers are not intended to protect the cameras from fragments.

It should be noted that a failure of the electro-hydraulic drivetrain will have
a significant impact on the cell design. Taking into account that a failure dur-
ing pneumatic tests will result in both blast and fragment loadings on the cell
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Table 8.1: Door control schematic

Door Position | Pressure sensor | Warning Lights | Alarm | Pressure Cutoff
Closed Off Oft Off Inactive

Open Off Oft Off Inactive

Closed On On Off Inactive

Open On Blinking On Activated

structure, while a failure during a hydrostatic test would only result in frag-
ment loadings.

Potential Fragments and Perforation Protection

The fragments that may result from a tool failure may be categorised as ei-
ther on-axis or off-axis. Off-axis fragments are typically smaller, are somewhat
random in their orientation, and may have higher velocities than on-axis frag-
ments. On-axis fragments are typically plugs, end caps, or other fittings. The
velocity of on-axis fragments is highly dependent on the engagement length
of the threads holding the plug or cap in place. The higher the engagement
length, the higher the potential fragment velocity will be since the fragment
is essentially “pushed” by the expanding fluid for a more extended period.
BakerRisk conducted a series of tests in 2006 on behalf of the High-Pressure
Testing Safety Joint Industry Program to determine potential fragment veloci-
ties as a function of pressure. These tests are representative of some of the off-
and on-axis fragments that may result from a pressurised tool failure. The tests
consisted of over-pressurising a fitting connection so that the fitting would be
“fired” at a steel plate and other various targets. High-speed cameras mea-
sured the fitting velocities. A 6 mm thick steel plate was effective in prevent-
ing perforation by the off-axis fittings tested at pressures at or below 22,500 psi
(1550 bar).
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